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Abstract
The unit selection problem aims to identify a set
of individuals who are most likely to exhibit a de-
sired mode of behavior, which is defined in coun-
terfactual terms. A typical example is that of se-
lecting individuals who would respond one way if
encouraged and a different way if not encouraged.
Unlike previous works on this problem, which rely
on ad-hoc heuristics, we approach this problem for-
mally, using counterfactual logic, to properly cap-
ture the nature of the desired behavior. This formal-
ism enables us to derive an informative selection
criterion which integrates experimental and obser-
vational data. We demonstrate the superiority of
this criterion over A/B-test-based approaches.

1 Introduction
The problem of selecting individuals with a desired response
pattern is encountered in many areas of industry, marketing,
and health science. For example, in customer relationship
management (CRM) [Berson et al., 1999; Lejeune, 2001;
Hung et al., 2006; Tsai and Lu, 2009], it is of interest to
predict which customers are about to churn but are likely to
change their minds if enticed toward retention. The cost as-
sociated with such programs compels management to limit
enticement to customers who are most likely to exhibit the
behavior of interest. In online advertising [Yan et al., 2009;
Bottou et al., 2013; Li et al., 2014; Sun et al., 2015], as an-
other example, companies are interested in identifying users
who would click on an advertisement if and only if the said
advertisement is highlighted. The difficulty in identifying
these users stems from the fact that the desired response pat-
tern is not observed directly but rather is defined counterfactu-
ally in terms of what the individual would do under hypotheti-
cal unrealized conditions. For example, when we observe that
a user has clicked on a highlighted advertisement, we do not
know whether they would click on that same advertisement if
it were not highlighted.

It is useful to classify individual behavior into four re-
sponse types, labeled complier, always-taker, never-taker, and
defier [Angrist et al., 1996; Balke and Pearl, 1997]. Compli-
ers are individuals who would respond positively if encour-
aged and negatively if not encouraged. Always-takers are in-

dividuals who always respond positively whether or not they
are encouraged. Never-takers are individuals who always re-
spond negatively whether or not they are encouraged. Defiers
are individuals who would respond negatively if encouraged
and positively if not encouraged.

A typical objective of the unit selection problem is to se-
lect individuals with those characteristics that maximize the
percentage of compliers since compliers represent the effec-
tiveness of the encouragement.

A common solution that is explored in the literature is
an A/B-test-based approach, where a controlled experiment
is performed and the result is used as a criterion for selec-
tion. Specifically, users are randomly split into two groups
called control and treatment. Users in the control group are
served un-highlighted advertisements, whereas those in the
treatment group are served highlighted advertisements. Then,
those characteristics that resulted in a higher difference be-
tween the two groups are used as predictors for the benefit of
selection.

Departing from the prevailing literature, we will treat the
unit selection problem using the structural causal model
(SCM) [Pearl, 2009], which accounts for the counterfactual
nature of the desired behavior, and in which a large body of
theoretical work has been established [Galles and Pearl, 1998;
Halpern, 2000].

The unit selection problem entails two sub-problems, eval-
uation and search. The evaluation problem is to devise an
estimable objective function that, if optimized over the set
of observed characteristics C (available for each individual),
would ensure an optimal counterfactual behavior for the se-
lected group. The search task is to devise a search algorithm
to select individuals based both on their observed character-
istics and the objective function devised above. This task is
nontrivial due to the large number of characteristics available
for each individual and the sparsity of data available in each
cell (of characteristics).

In this study, we focus on the evaluation sub-problem. In
section 4, we define the counterfactual expression that should
serve as the objective function for selection. This expression
consists of the probabilities of causation, such as the proba-
bility of necessity-and-sufficiency (PNS), which was studied
in [Pearl, 1999; Tian and Pearl, 2000; Kuroki and Cai, 2011].

Next, we provide two conditions under which the prevail-
ing heuristic used in the literature can become optimal. Our
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analysis shows that a selection criterion based on an A/B test
can be made optimal (by fine tuning) under conditions of
monotonicity or gain equality, to be defined formally in
section 5.1.

In the general case, however, the counterfactual criterion
is not identifiable. In the Main Results, we derive a tight
bound for this criterion, based on experimental and observa-
tional data and use the midpoint of this bound as a selection
criterion. Finally, by simulation, we demonstrate that sets
of individuals selected by the derived criterion yield greater
overall benefit than those selected by standard methods.

2 Motivating Example
Consider a mobile carrier that wants to identify customers
likely to discontinue their services within the next quarter
based on customer characteristics (the company management
has access to user data, such as income, age, usage, and
monthly payments). The carrier will then offer these cus-
tomers a special renewal deal to dissuade them from discon-
tinuing their services and to increase their service renewal
rate. These offers provide considerable discounts to the cus-
tomers, and the management prefers that these offers be made
only to those customers who would continue their service if
and only if they receive the offer. Note that some customers
may discontinue service if and only if offered the renewal
discount. Reasons for this could include being reminded that
they are paying for a service they no longer want, feeling that
discounts cheapen the service, reflecting on how much they
are paying, being turned off by the promotional wording, or
being annoyed by the process to claim the discount.

A typical aim is to select a subset of individuals with the
characteristics c (a concrete instantiation of all characteris-
tics) that maximizes the percentage of compliers and mini-
mizes the percentages of defiers, always-takers, and never-
takers among the selected customers (compliers are the cus-
tomers who would continue the service if they received spe-
cial offers and would not otherwise; defiers are the customers
who would continue the service if they received no special
offers and would not otherwise; always-takers are the cus-
tomers who would continue the service whether or not they
received special offers; never-takers are the customers who
would not continue the service whether or not they received
special offers).

2.1 Related Work and Our Contributions
There are two main approaches for handling the unit selec-
tion problem, as described extensively in books, articles, and
software packages.

The first approach relies on A/B testing and statistical anal-
ysis [Sundar et al., 1998; Blumenthal et al., 2001; Winer,
2001; Resnick et al., 2006; Lewis and Reiley, 2014]. Specif-
ically, an experiment is conducted on a randomized con-
trolled group of individuals. Then, the desired individu-
als (with concrete instantiation c of all characteristics) are
identified by maximizing the difference in the probability
P (postive response|c, encouraged) − P (positive response|c,
not encouraged). However, the counterfactual nature of the
desired behavior is not handled properly. A linear combi-
nation of P (postive response|c, encouraged) and P (positive

response|c, not encouraged) does not maximize the percent-
age of compliers and minimize the percentages of defiers,
always-takers, and never-takers among the selected individ-
uals, because the first term comprises compliers and always-
takers and the second term comprises always-takers and de-
fiers.

The second approach is machine-learning based. Hung
[Hung et al., 2006] summarized and compared the most pop-
ular methods for churn prediction, including the regression,
decision tree, and neural network methods. Using these ap-
proaches, a model is constructed using historical data to iden-
tify which customers are likely to discontinue their services.
Then, the carrier offers a special renewal deal to the cus-
tomers identified by the model as most likely to churn. How-
ever, an analysis of the set of customers who have accepted
the special deal (hence, not churned) does not immediately re-
veal the customers who would have continued their services
anyway and the customers who renewed their services only
because of the special deal. Of course, we can run another
A/B test, however, this leads to the same scenario as that en-
countered when employing the above statistical approach.

Our treatment differs fundamentally from those of pre-
vious studies by appealing to SCM, which is more robust
and less prone to model misspecifications. First, the SCM
model makes no assumptions about the data-generating pro-
cess. Second, in most cases, the experimental data can be
evaluated in terms of the observational data when a causal
graph is available. In such a case, observational data alone is
sufficient for this approach. Third, and most importantly, the
SCM properly accounts for the counterfactual nature of the
desired behavior.

3 Preliminaries
In this section, we review the counterfactual logic [Galles
and Pearl, 1998; Halpern, 2000; Pearl, 2009] associated with
Pearl’s SCM, which is used in the remainder of this paper.
Readers who are familiar with SCM may want to skip this
section.

3.1 Counterfactual Logic
The basic counterfactual statement associated with model M
is denoted by Yx(u) = y, and stands for: “Y would be y
had X been x in unit U = u,”. Let Mx denote a modified
version of M , with the equation(s) of set X replaced by X =
x (i.e., all edges that go into X have been removed). Then, the
formal definition of the counterfactual Yx(u) is as follows:

Yx(u) ≜ YMx(u) (1)

In words, the counterfactual Yx(u) in model M is defined
as the solution of Y in the “modified” submodel Mx. In
[Galles and Pearl, 1998; Halpern, 2000], a complete axiom-
atization of structural counterfactuals, embracing both recur-
sive and nonrecursive models, is given.

Equation (1) implies that the distribution P (u) induces a
well-defined probability for the counterfactual event Yx = y,
written as P (Yx = y), which is equal to the probability that a
random unit u would satisfy the equation Yx(u) = y. There-
fore, the probability of the event “Y would be y had X been



x”, P (Yx = y), is well-defined and P (Yx = y) = P (Y =
y|do(X = x)). P (Y = y|do(X = x)) can be interpreted
as experimental data [Pearl, 1995]. With the same reasoning,
the SCM model assigns a probability to every counterfactual
or combination of counterfactuals that are defined using the
variables in SCM.

Using the above formal language for the counterfactual ex-
pression, all events involving a counterfactual scenario can be
well defined, because the event represented by the subscript
does not actually occur. For example, P (Yx = y|X = x′)
defines the probability of the event “Y would be y had X
been x if we observed X = x′” (note that x and x′ are
counterfactual scenarios), P (Yx = y, Yx′ = y′) defines the
probability of the event “Y would be y had X been x and Y
would be y′ had X been x′” (note that x and x′ is a counter-
factual scenario; y and y′ is a counterfactual scenario), and
P (Yx = y|X = x′, Y = y′) defines the probability of the
event “Y would be y had X been x, if we observed X = x′

and Y = y′”.
For simplicity purposes, in the rest of the paper, we use yx

to denote the event Yx = y, yx′ to denote the event Yx′ = y,
y′x to denote the event Yx = y′, and y′x′ to denote the event
Yx′ = y′.

4 Counterfactual Formulation of the Unit
Selection Problem

Our objective is to find a set of characteristics c that max-
imizes the benefit associated with the resulting mixture of
compliers, defiers, always-takers, and never-takers. Suppose
the benefit of selecting a complier is β, the benefit of selecting
an always-taker is γ, the benefit of selecting a never-taker is θ,
and the benefit of selecting a defier is δ. Our objective, then,
should be to find c that maximizes the following expression:

argmaxc βP (complier|c) + γP (always-taker|c) +
+θP (never-taker|c) + δP (defier|c)

Suppose A = a denotes encourgement is received and A = a′

otherwise; R = r denotes a positive response and R = r′

otherwise. The objective function that maximizes the benefit
on average of the selected individuals can be formulated as
follows:

argmaxc βP (ra, r
′
a′ |c) + γP (ra, ra′ |c) +

+θP (r′a, r
′
a′ |c) + δP (r′a, ra′ |c) (2)

Most importantly, this objective function can be bounded
using observational and experimental data, as will be demon-
strated in the following section.

5 Main Results
In this section, we demonstrate how an explicit solution of the
unit selection problem can be derived using the benefit func-
tion with observational and experimental data via the follow-
ing theorem.
Theorem 1. The benefit function f(β, γ, θ, δ) =
βP (yx, y

′
x′ |z) + γP (yx, yx′ |z) + θP (y′x, y

′
x′ |z) +

δP (yx′ , y′x|z) is bounded as follows:

max{p1, p2, p3, p4} ≤ f ≤ min{p5, p6, p7, p8} if σ < 0 (3)

max{p5, p6, p7, p8} ≤ f ≤ min{p1, p2, p3, p4} if σ > 0 (4)

where σ, p1, ..., p8 are given by,
σ = β − γ − θ + δ
p1 = (β − θ)P (yx|z) + δP (yx′ |z) + θP (y′x′ |z)
p2 = γP (yx|z) + δP (y′x|z) + (β − γ)P (y′x′ |z)
p3 = (γ − δ)P (yx|z) + δP (yx′ |z) + θP (y′x′ |z)

+ (β − γ − θ + δ)[P (y, x|z) + P (y′, x′|z)]
p4 = (β − θ)P (yx|z)− (β − γ − θ)P (yx′ |z) + θP (y′x′ |z)

+ (β − γ − θ + δ)[P (y, x′|z) + P (y′, x|z)]
p5 = (γ − δ)P (yx|z) + δP (yx′ |z) + θP (y′x′ |z)
p6 = (β − θ)P (yx|z)− (β − γ − θ)P (yx′ |z) + θP (y′x′ |z)
p7 = (γ − δ)P (yx|z)− (β − γ − θ)P (yx′ |z)

+ θP (y′x′ |z) + (β − γ − θ + δ)P (y|z)
p8 = (β − θ)P (yx|z) + δP (yx′ |z) + θP (y′x′ |z)

− (β − γ − θ + δ)P (y|z)

Proof. See Appendix 1.

5.1 Identifiability under Additional Assumptions
We will now show that equation 2 can be evaluated precisely
from pure experimental data under either of two conditions,
monotonicity (definition 2) and gain equality (definition 3).
Moreover, both conditions lead to the same result.

Monotonicity expresses the assumption that a change from
X = false to X = true cannot, under any circumstance make
Y change from true to false [Tian and Pearl, 2000]. In epi-
demiology, this assumption is often expressed as “no preven-
tion,” that is, no individual in the population can be helped by
exposure to the risk factor.
Definition 2. (Monotonicity) A Variable Y is said to be
monotonic relative to variable X in a causal model M iff

y′x ∧ yx′ = false

Gain equality states that the benefit of selecting a complier
and a defier is the same as the benefit of selecting an always-
taker and a never-taker (i.e., β + δ = γ + θ).
Definition 3. (Gain Equality) The benefit of selecting a com-
plier (β), an always-taker (γ), a never-taker(θ), and a defier
(δ) is said to satisfy gain equality iff

β + δ = γ + θ

Theorem 4. Given that Y is monotonic relative to X or
that (β, γ, θ, δ) satisfies gain equality, the benefit function
f(β, γ, θ, δ) is given by

f(β, γ, θ, δ)

= βP (yx, y
′
x′ |z) + γP (yx, yx′ |z) +

θP (y′x, y
′
x′ |z) + δP (yx′ , y′x|z)

= (β − θ)P (yx|z) + (γ − β)P (yx′ |z) + θ

Proof. See Appendix 1.

1The detail proof is at the appendix in https://ftp.cs.ucla.edu/pub/
stat ser/r488.pdf

https://ftp.cs.ucla.edu/pub/stat_ser/r488.pdf
https://ftp.cs.ucla.edu/pub/stat_ser/r488.pdf
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Figure 1: Causal graph for the customer selection model.

Note that for the special case where the perceived benefit
is proportional to the final number of customers in the sys-
tem, the A/B heuristic will maximize the expression (H −
D) × P (yx|z) − H × P (yx′ |z), where H is the unit profit
per remaining customer and D is the discount offered. This
case corresponds to the following parameters in our nota-
tion β = H − D, γ = −D, θ = 0, δ = −H . And in-
deed, theorem 4 implies an identical benefict function f =
(H − D) × P (yx|z) − H × P (yx′ |z). In other words, the
A/B heuristic is optimal for this special case. For slightly
more elaborate combinations of (β, γ, θ, δ), however, theo-
rem 4 dictates a benefit function that is not captured by A/B
heuristics.

Without either monotonicity or gain equality, we can only
obtain bounds for the objective function. However, the next
section demonstrates (by simulation) that taking the midpoint
of these bounds as a criterion results in a greatly improved
selection of individuals.

6 Simulation Results
In this section, we present two simulated examples, one to
demonstrate that the midpoints of the bounds of the objec-
tive function given by equations (3, 4) are adequate for se-
lecting the desired individuals, and one to demonstrate the
case that satisfies gain equality. In addition, we illustrate that,
in the traditional A/B-test-based statistical approach, the se-
lected individuals are different from those selected using the
proposed approach and have a lower benefit on average.

6.1 Example in Churn Management
First, we consider the motivating example. Let A = a denote
the event that a customer receives the special deal and A = a′

denote the event that a customer receives no special deal. Let
R = r denote the event that a customer continues the services
and R = r′ denote the event that a customer discontinues the
services. Let C (the set of variables) denote the characteris-
tics of the customer (e.g., income, age, usage, and monthly
payments). Figure 1 depicts the customer selection model.

The management estimates that the benefit of selecting a
complier is $100 as the profit is $140 but the discount is $40,
the benefit of selecting an always-taker is -$60 as the cus-
tomer would continue the service anyway, so the company
loses the value of the discount and an extra cost (because the
always-taker may require addtional discounts in the future),
the benefit of selecting a never-taker is 0 as the cost of issu-
ing the discount is negligible, and the benefit of selecting a
defier is -$140 as we lose customer due to the special offer.

Suppose we have two groups of customers, group 1 with
characteristics c1 and group 2 with characteristics c2. In ad-
dition, we have prior information that P (r|c1) = 0.7 and

do(a) do(a′)

Group 1 r 262 175
r′ 88 175

Group 2 r 87 52
r′ 263 298

Table 1: Results of a simulated study for churn management.

f1 f2 f3
Group 1 $25 $4.86 -$2.63
Group 2 $10 $4.06 $3.09

Table 2: Results of the three objective functions based on the data
from the simulated study.

P (r|c2) = 0.3. We randomly select 700 customers from each
group and offer the special renewal deal to 350 customers in
each group. Table 1 summarizes the results.

Let us compared three selection strategies, each using a
different objective function. The first is based on the simple
A/B test, that is:

Obj1 = argmaxcf1(c)

= argmaxc100× P (r|c, do(a))− 100× P (r|c, do(a′)).

The second is based on weighted A/B test approach, where

Obj2 = argmaxcf2(c)

= argmaxc100× P (r|c, do(a))− 140× P (r|c, do(a′)).

The third is based on the analysis of this paper, where equa-
tion (2) yields

Obj3 = argmaxcf3(c)

= argmaxc100× P (ra, r
′
a′ |c) + (−60)× P (ra, ra′ |c)

+ 0× P (r′a, r
′
a′ |c) + (−140)× P (r′a, ra′ |c).

Then, we enter the data in table 1 into the objective func-
tions of groups 1 and 2. Table 2 summarizes the results (note
that we use the midpoint of the bound as the selection crite-
rion for Obj3 and P (ra|c) = P (r|c, do(a))). The proposed
approach selected group 2; however, the first and second ob-
jective functions selected group 1 as the desired individuals.

An informer with access to the fractions of compliers,
always-takers, never-takers, and defiers in both groups (as
summarized in table 3) would easily conclude that the A/B-
test-based approach had reached a wrong conclusion. (Note
that we will never know these numbers in reality) In detail,
the expected benefit of selecting an individual in group 1 is
100× 0.3− 60× 0.45+0× 0.2− 140× 0.05 = −$4, which
means offering the special deal to group 1 would reduce the
profit; the expected benefit of selecting an individual in group
2 is 100×0.2−60×0.05+0×0.65−140×0.1 =$3. Thus,
the management should only offer the special deal to group
2.

Furthermore, the plot in figure 2 depicts the benefit of
group 1 from objective functions as a function of δ (β, γ, and
θ are fixed), with each curve representing an objective func-
tion. The first two objective functions are the most common



Figure 2: Benefit calculated by objective functions versus δ of group
1 in the churn management model.

Complier Always-
taker

Never-
taker Defier

Group 1 30% 45% 20% 5%
Group 2 20% 5% 65% 10%

Table 3: Percentages of four response types in each group for churn
management.

heuristics in the A/B-test-based approach. The third objec-
tive function is the real expected benefit. The last objective
function is the midpoint of the bounds for the proposed ob-
jective function. We see that the midpoint of the bounds for
the proposed objective function is the closest one to the real
benefit.

6.2 Example in Online Advertisement
Task 1
A search engine company management wants to decide
whether it is worth recommending an advertisement to a
group of users, so as to increase user satisfaction. The man-
agement estimates that the satisfaction of recommending an
advertisement to a complier is 2 degrees as users would gain
new information that they needed, the satisfaction of recom-
mending the advertisement to an always-taker is 1 degree as
users got a shortcut to the advertisement, the satisfaction of
recommending the advertisement to a never-taker is -1 de-
grees as users got unnecessary information, and the satis-
faction of recommending the advertisement to a defier is -2
degrees as the recommendation would prevent users to get
needed information (compliers are the users who would click
on the advertisement if the advertisement is recommended
and would not otherwise; always-takers are the users who
would click on the advertisement whether or not the adver-
tisement is recommended; never-takers are the users who
would not click on the advertisement whether or not the ad-
vertisement is recommended; defiers are the users who would
click on the advertisement if the advertisement is not recom-
mended and would not otherwise).

do(a) do(a′)
r 140 175
r′ 210 175

Table 4: Results of simulated study for advertisement recommenda-
tion.

Complier Always-
taker

Never-
taker Defier

30% 10% 20% 40%

Table 5: Percentages of four response types for advertisement rec-
ommendation.

Let A = a denote the event that the given advertisement is
recommended and A = a′ denote the event that the given ad-
vertisement is not recommended. Let R = r denote the event
that the user clicks on the advertisement and R = r′ denote
the event that the user does not click on the advertisement.

Since no other data is available about the users, the man-
agement decides to conduct a randomized experiment and
measure the degree to which the recommendation increases
users’ click rate. The study involved 700 randomly selected
users of whom 350 were recommended the advertisement.
Table 4 summarizes the results.

A simple A/B test approach concluded that recom-
mending the advertisement to this group of users would
increase the user satisfaction because (satisfaction with
recommendation) × P (r|do(a)) − (satisfaction without
recommendation)×P (r|do(a′)) = 2× 0.4− 1× 0.5 = 0.3.

However, an informer with access to the fractions of com-
pliers, always-takers, never-takers, and defiers in the group
(as summarized in table 5, note that we will never know these
numbers in reality since there is no monotonicity) claimed
that the simple A/B test approach had reached a wrong con-
clusion. According to the company’s assessment, the ex-
pected satisfaction per customer of recommending the adver-
tisement to this group is 2×0.3+1×0.1−1×0.2−2×0.4 =
−0.3. This analysis shows that recommending the advertise-
ment to this group of users would reduce the satisfaction.
This is because only 30% of users are compliers and 10%
of users are always-takers; therefore, a lot of advertisements
are recommended on never-takers and defiers, which makes
the recommendation reduce satisfaction.

In contrast, looking at the benefit parameter (2, 1,−1,−2),
we see that it satisfies gain equality, which means that we can
obtain the true average satisfaction, despite the fact that we
cannot determine the fraction of individuals in each response
type. Accordingly, applying the benefit function of theorem
4, we obtain that the expected satisfaction per user of recom-
mending the advertisement to the group is 3× P (r|do(a))−
1×P (r|do(a′))− 1 = 3× 0.4− 1× 0.5− 1 = −0.3, which
is precisely the satisfaction computed knowing the type dis-
tribution. This implies that the company should NOT recom-
mend the advertisement to the group.

Task 2
Let us look at two groups, c1 and c2. A study by the same
company was conducted with 1400 randomly selected users



do(a) do(a′)

Group 1 r 140 88
r′ 210 262

Group 2 r 192 210
r′ 158 140

Table 6: Results of a simulated study for advertisement recommen-
dation.

Complier Always-
taker

Never-
taker Defier

Group 1 20% 20% 55% 5%
Group 2 30% 25% 10% 35%

Table 7: Percentages of four response types in each group for adver-
tisement recommendation.

(700 in each group) where the advertisement was recomended
to 700 of those users (350 in each group). Table 6 summarizes
the results.

A simple A/B test approach concluded that recom-
mending the advertisement to both group of customers
would increase the satisfaction because (satisfaction with
recommendation) × P (r|do(a), c1) − (satisfaction without
recommendation) × P (r|do(a′), c1) = 2 × 0.4 − 1 ×
0.25 = 0.55, and (satisfaction with recommendation) ×
P (r|do(a), c2) − (satisfaction without recommendation) ×
P (r|do(a′), c2) = 2× 0.55− 1× 0.6 = 0.5.

However, an informer with access to the fractions of com-
pliers, always-takers, never-takers, and defiers in both groups
(as summarized in table 7, note that we will never know these
numbers in reality) claimed that the simple A/B test approach
had reached a wrong conclusion. In detail, the expected satis-
faction per user of recommending the advertisement to group
1 is 2 × 0.2 + 1 × 0.2 − 1 × 0.55 − 2 × 0.05 = −0.05,
which means offering coupons to this group of users would
reduce the satisfaction; the expected satisfaction per user of
recommending the advertisement to group 2 is 2× 0.3 + 1×
0.25− 1× 0.1− 2× 0.35 = 0.05, which means recommend-
ing the advertisement to this group of users would increase
the satisfaction. Thus, the company should only recommend
the advertisement to group 2.

In contrast, looking at the benefit parameter (2, 1,−1,−2),
we see that it satisfies gain equality, which means that we can
obtain the true average satisfaction despite the fact that we
cannot determine the fraction of individuals in each response
type. Accordingly, applying the benefit function of theorem
4, we obtain that the expected satisfaction per user of recom-
mending the advertisement to the group 1 is 3×P (r|do(a))−
1×P (r|do(a′))−1 = 3×0.4−1×0.25−1 = −0.05, and the
expected satisfaction per user of recommending the advertise-
ment to the group 2 is 3×P (y|do(x))−1×P (y|do(x′))−1 =
3 × 0.55 − 1 × 0.6 − 1 = 0.05, which is precisely the satis-
faction computed knowing the type distribution. This implies
that the company should NOT recommend the advertisement
to group 1.

6.3 Discussion
In this section, we discuss additional features of the
counterfactual-logic-based approach. First, as discussed in
section 4, the objective function properly accounts for the
counterfactual nature of the desired behavior. Theorem 4 pro-
vides theoretical assurance that the A/B-test-based approach
can be made optimal under certain aonditions. However, the
first simulated experimental example demonstrates that this
approach selected individuals with a lower expected benefit
when the cost-benefit structure is ignored. Even though the
proposed objective function is, in general, not identifiable and
cannot be used in selection, we demonstrated in the previous
section that the mid-point of the tight bounds in theorem 1 is
adequate for selecting the desired individuals.

Second, given a causal graph and a set of observed vari-
ables that satisfies the backdoor criterion [Pearl, 1993], theo-
rem 1 can be applied using purely the observational data via
adjustment formula [Pearl, 1995].

Third, the proposed approach could be used to evaluate
machine learning models as well as to generate labels for
machine learning models. The accuracy of such a machine
learning model would be higher because it would consider
the counterfactual scenarios.

Fourth, theorem 4 provides a way for identifying the
weight coefficients in the extensively used statistical ap-
proach when the additional assumption is satisfied.

Finally, the proposed approach is applicable universally to
any application in which the manager can assess the benefits
associated with selecting a unit in each of the four types of
units. Theorem 1 ensures that for any benefits input, we ob-
tain the desired output. The input is not determined by the
model, but by the manager who can use the algorithm for any
combination of inputs.

7 Conclusions
We demonstrated the advantages of the SCM framework in
addressing the unit selection problem. We defined an objec-
tive function for selection that properly accounts for the coun-
terfactual nature of the desired behavior. We derived tight
bounds (theorem 1) to ensure that the objective function can
be evaluated using experimental and observational data. We
further identified via theorem 4 the conditions under which
the standard A/B test heuristic used in the literature can be-
come optimal. In summary, we have analyzed and demon-
strated what can be gained by exploiting causal knowledge,
when solving the unit selection problem.
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8 Appendix
8.1 Proof of Theorem 1
We first prove three lemmas.
Lemma 5. The z-specific PNS P (yx, y

′
x′ |z) are bounded as

follows:

max


0

P (yx|z)− P (yx′ |z)
P (y|z)− P (yx′ |z)
P (yx|z)− P (y|z)

 ≤ z-PNS (5)

min


P (yx|z)
P (y′x′ |z)

P (y, x|z) + P (y′, x′|z)
P (yx|z)− P (yx′ |z)+

+P (y, x′|z) + P (y′, x|z)

 ≥ z-PNS (6)

Proof. Since for any three events A, B and C, we have

P (A,B|C) ≥ max[0, P (A|C) + P (B|C)− 1] (7)

therefore, we have

z-PNS ≥ max[0, P (yx|z) + P (y′x′ |z)− 1]

= max[0, P (yx|z)− P (yx′ |z)]

Also,

z-PNS = P (yx, y
′
x′ , x|z) + P (yx, y

′
x′ , x′|z)

= P (y, y′x′ , x|z) + P (yx, y
′, x′|z) (8)

= P (x, y|z)− P (x, y, yx′ |z) + P (yx, y
′, x′|z)

= P (x, y|z)− P (y, yx′ |z) +
P (x′, y, yx′ |z) + P (yx, y

′, x′|z)
= P (x, y|z)− P (y, yx′ |z) +

P (x′, y|z) + P (yx, y
′, x′|z)

= P (y|z)− P (y, yx′ |z) + P (x′, y′, yx|z) (9)
= P (y|z)− P (y, yx′ |z) +

P (y′, yx|z)− P (x, y′, yx|z)
= P (y|z)− P (y, yx′ |z) +

P (y′, yx|z)− P (x, y′, y|z)
= P (y|z)− P (y, yx′ |z) + P (y′, yx|z) (10)

By (10),

z-PNS ≥ P (y|z)− P (y, yx′ |z)
≥ P (y|z)− P (yx′ |z)

Also by (10) and (7),

z-PNS ≥ P (y|z)− P (y|z) + P (y′, yx|z)
≥ P (y′|z)− P (y′x|z)
= P (yx|z)− P (y|z)

Thus, the lower bounds are proved.
And since for any three events A, B and C, we have

P (A,B|C) ≤ min[P (A|C), P (B|C)] (11)

therefore, we have

z-PNS ≤ min[P (yx|z), P (y′x′ |z)]
Also, by (8),

z-PNS ≤ P (x, y|z) + P (x′, y′|z)
Similarly to (9), we have

z-PNS = P (y′|z)− P (y′, y′x|z) + P (x, y, y′x′ |z)
= P (y′, yx|z) + P (x, y, y′x′ |z)
= P (yx|z)− P (y, yx|z) + P (x, y, y′x′ |z)
= P (yx|z)− P (y, yx|z) +

P (x, y|z)− P (x, y, yx′ |z)
= P (yx|z)− P (y, yx|z) + P (x, y|z)−

P (yx′ |z) + P (x′, y, yx′ |z) +
P (x, y′, yx′ |z) + P (x′, y′, yx′ |z)

= P (yx|z)− P (y, yx|z) +
P (x, y|z)− P (yx′ |z) +
P (x′, y|z) + P (x, y′, yx′ |z)

= P (yx|z)− P (yx′ |z) + P (x′, y|z) +
P (x, y|z)− P (y, yx|z) + P (x, y′, yx′ |z)

= P (yx|z)− P (yx′ |z) + P (x′, y|z) +
P (x, y|z)− P (x, y, yx|z)− P (x′, y, yx|z) +
P (x, y′|z)− P (x, y′, y′x′ |z)

= P (yx|z)− P (yx′ |z) + P (x′, y|z) +
P (x, y′|z)− P (x, y′, y′x′ |z)− P (x′, y, yx|z)

≤ P (yx|z)− P (yx′ |z) + P (x′, y|z) + P (x, y′|z)
Thus, the upper bounds are proved.

Lemma 6.
P (yx, y

′
x′ |z)− P (y′x, yx′ |z)

= P (yx|z)− P (yx′ |z) (12)

Proof.

P (yx, y
′
x′ |z)− P (yx′ , y′x|z)

= P (yx, y
′
x′ , x|z) + P (yx, y

′
x′ , x′|z)−

P (yx′ , y′x, x|z)− P (yx′ , y′x, x
′|z)

= P (y, y′x′ , x|z) + P (yx, y
′, x′|z)−

P (yx′ , y′, x|z)− P (y, y′x, x
′|z)

= P (y, y′x′ , x|z)− P (yx′ , y′, x|z) +
P (yx, y

′, x′|z)− P (y, y′x, x
′|z)

= P (x, y|z)− P (y, yx′ , x|z)− P (yx′ , y′, x|z) +
P (yx, y

′, x′|z) + P (y, yx, x
′|z)− P (x′, y|z)

= P (x, y|z)− P (yx′ , x|z) + P (yx, x
′|z)− P (x′, y|z)

= P (x, y|z)− P (yx′ |z) + P (yx′ , x′|z) +
P (yx|z)− P (yx, x|z)− P (x′, y|z)

= P (x, y|z)− P (yx′ |z) + P (y, x′|z) +
P (yx|z)− P (y, x|z)− P (x′, y|z)

= P (yx|z)− P (yx′ |z)



Lemma 7. The counterfactual expression f(α) =
αP (yx, y

′
x′ |z) − (1 − α)P (yx′ , y′x|z) for any real num-

ber α are bounded as follows.
Case 1: α ∈ (−∞, 0.5)

max



αP (yx|z)− (1− α)P (yx′ |z)

(1− α)P (yx|z) + αP (y′x′ |z) + α− 1

(2α− 1)P (y, x|z)+
+(2α− 1)P (y′, x′|z)]+

+(1− α)[P (yx|z)− P (yx′ |z)]

α[P (yx|z)− P (yx′ |z)]+
+(2α− 1)P (y, x′|z)+
+(2α− 1)P (y′, x|z)


≤ f(α) (13)

min



(1− α)[P (yx|z)− P (yx′ |z)]

α[P (yx|z)− P (yx′ |z)]

(2α− 1)P (y|z)+
+(1− α)P (yx|z)− αP (yx′ |z)

αP (yx|z)−
−(1− α)P (yx′ |z)− (2α− 1)P (y|z)


≥ f(α) (14)

Case 2: α ∈ [0.5,∞)

max



(1− α)[P (yx|z)− P (yx′ |z)]

α[P (yx|z)− P (yx′ |z)]

(2α− 1)P (y|z)+
+(1− α)P (yx|z)− αP (yx′ |z)

αP (yx|z)−
−(1− α)P (yx′ |z)− (2α− 1)P (y|z)


≤ f(α) (15)

min



αP (yx|z)− (1− α)P (yx′ |z)

(1− α)P (yx|z) + αP (y′x′ |z) + α− 1

(2α− 1)P (y, x|z)+
+(2α− 1)P (y′, x′|z)]+

+(1− α)[P (yx|z)− P (yx′ |z)]

α[P (yx|z)− P (yx′ |z)]+
+(2α− 1)P (y, x′|z)+
+(2α− 1)P (y′, x|z)



≥ f(α) (16)

Proof. By lemma 6,

f(α)

= αP (yx, y
′
x′ |z)− (1− α)P (yx′ , y′x|z)

= αP (yx, y
′
x′ |z)−

(1− α)(P (yx, y
′
x′ |z)− P (yx|z) + P (yx′ |z))

= (2α− 1)P (yx, y
′
x′ |z) +

(1− α)(P (yx|z)− P (yx′ |z)) (17)

By lemma 5, substituting (5) and (6) into (17), case 1 and 2
in lemma 7 hold.

Now, let’s prove theorem 1.

Proof.

f(β, γ, θ, δ)

= βP (yx, y
′
x′ |z) + γP (yx, yx′ |z) +

θP (y′x, y
′
x′ |z) + δP (y′x, yx′ |z)

= βP (yx, y
′
x′ |z) + γ[P (yx|z)− P (yx, y

′
x′ |z)] +

θ[P (y′x′)− P (yx, y
′
x′ |z)] + δP (y′x, yx′ |z)

= γP (yx|z) + θP (y′x′ |z) +
(β − γ − θ)P (yx, y

′
x′ |z)− (−δ)P (y′x, yx′ |z) (18)

By lemma 7, let α = β−γ−θ
β−γ−θ−δ , substituting (13) to (16) into

(18), theorem 1 hold.

8.2 Proof of Theorem 4
Lemma 8. If Y is monotonic relative to X , z-specific
PNS = P (yx, y

′
x′ |z) is identifiable whenever the causal

effects P (yx|z) and P (yx′ |z) are identifiable:

PNS = P (yx, y
′
x′ |z)

= P (yx|z)− P (yx′ |z).
Proof. Since yx′ and y′x′ are complementary, so yx′ ∨ y′x′ =
true, therefore, we have

yx = yx ∧ (yx′ ∨ y′x′) = (yx ∧ yx′) ∨ (yx ∧ y′x′) (19)

Similarly,

yx′ = yx′ ∧ (yx ∨ y′x)

= (yx′ ∧ yx) ∨ (yx′ ∧ y′x)

= yx′ ∧ yx (20)

Since monotonicity entails that yx′ ∧ y′x = false.
Substituting (20) into (19) yields

yx = yx′ ∨ (yx ∧ y′x′)

Thus, for any z, we have,

yx ∧ z = (yx′ ∧ z) ∨ (yx ∧ y′x′ ∧ z) (21)

Taking the probability of (21) and using the disjointness of
yx′ and y′x′ , we obtain

P (yx, z) = P (yx′ , z) + P (yx, y
′
x′ , z)



Therefore,

P (yx|z) = P (yx′ |z) + P (yx, y
′
x′ |z)

or

P (yx, y
′
x′ |z) = P (yx|z)− P (yx′ |z) (22)

Now, let’s prove Theorem 4.

Proof.

f(β, γ, θ, δ)

= βP (yx, y
′
x′ |z) + γP (yx, yx′ |z) +

θP (y′x, y
′
x′ |z) + δP (y′x, yx′ |z)

= β[P (yx|z)− P (yx, yx′ |z)] +
γ[P (yx′ |z)− P (y′x, yx′ |z)] +
θ[P (y′x|z)− P (y′x, yx′ |z)] + δP (y′x, yx′ |z)

= β[P (yx|z)− P (yx′ |z) + P (y′x, yx′ |z)] +
γ[P (yx′ |z)− P (y′x, yx′ |z)] +
θ[P (y′x|z)− P (y′x, yx′ |z)] + δP (y′x, yx′ |z)

= βP (yx|z) + (γ − β)P (yx′ |z) + θP (y′x|z) +
(β + δ − γ − θ)P (y′x, yx′ |z)

Thus, with β + δ = γ + θ, theorem 4 hold.
Also if monotonicity, we have,

P (yx′ , y′x|z) = 0 (23)

By lemma 8, substituting (23) and (22) into (18), theorem 4
holds.
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