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Abstract

A new paradigm is introduced for floorplanning any combination of fixed-shape and variable-shape blocks under tight fixed-

outline area constraints and a wirelength objective. Dramatic improvement over traditional floorplanning methods is achieved by

explicit construction of strictly legal layouts for every partition block at every level of a cutsize-driven, top-down hierarchy. By

scalably incorporating legalization into the hierarchical flow, post-hoc legalization is successfully eliminated. For large floorplanning

benchmarks, an implementation, called PATOMA, generates solutions with half the wirelength of state-of-the-art floorplanners

in orders of magnitude less run time. Experiments on standard GSRC industry benchmarks compare an implementation, called

PATOMA, to the Traffic floorplanner and to both the default and high-effort modes of the Parquet-2 floorplanner. With all blocks

hard, PATOMA’s average wirelength is 38% shorter than Traffic’s in the same run time. With all blocks soft, PATOMA on average

produces wirelengths 16% shorter than Parquet-2’s default mode and runs 37 � faster. Compared to the high-effort mode of

Parquet-2, PATOMA’s average wirelength is 8% shorter, and it runs 824 � faster, on average.

I. INTRODUCTION

Given a collection of interconnected variable-dimension “soft” rectangular blocks and fixed-dimension “hard” rectangular

blocks, each block with its own prescribed fixed area, the floorplanning problem is to shape the soft blocks and arrange them

together with the hard blocks in the plane without overlap. The objective is typically to minimize (a) the estimated total

wirelength of the circuit; (b) its estimated timing performance; (c) the area of the smallest rectangle circumscribing the blocks;
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or, usually, (d) some combination of these. The most useful algorithms target wirelength minimization under a fixed outline

constraint, the aspect ratios of soft blocks constrained by simple upper and lower bounds.

Fast floorplanning is critical in the hierarchical physical design of VLSI circuits, for two reasons. First, system designers

require a means of rapidly estimating the variation in performance of alternative architectures and logic designs. Second,

multiscale [8], [24], [15] and mixed-size [26], [2], [17] placement algorithms typically solve some form of floorplanning

problem at the coarsest level of approximation, in order to generate an initial coarse placement for subsequent iterative

refinement. With the reuse of IP blocks for multi-million-gate ASICs and SOC designs, most modern IC designs consist of

a very large number of standard cells mixed with many big macros, such as ROMs, RAMs and IP blocks. When clusters of

standard cells are placed simultaneously with macros, the clusters may be treated as soft blocks.

Many floorplanning algorithms have been developed in recent years, varying mostly in the representation of geometric

relationships among modules. They can be divided into two major categories: slicing and general algorithms. The first slicing

algorithms were developed in the 1980’s (e.g. [21], [31]). In the 1990’s, general algorithms that do not require slicing cuts

became more popular, especially after the introduction of the BSG [20] and Sequence Pair [19] representations. Other non-

slicing representations include TCG [18], B*-tree [9], CBL [13], O-tree [11], and so on. Simulated annealing (SA) has been

used to minimize area and/or wirelength under each of these representations.

Until a few years ago, the inherent slowness of SA was partially hidden by the lack of any need to floorplan more than 100

blocks at a time. Recently, however, growing numbers of IP blocks have increased the sizes of most floorplanning instances,

prompting researchers to seek non-stochastic approaches. Ranjan et al. [23] proposed a two-stage fast floorplanning algorithm.

In the first stage, a hierarchy is generated by top-down recursive bipartitioning. Cutline orientations are selected from the bottom

up in a way that keeps subregion aspect ratios close to one. In the second stage, low-temperature SA improves wirelength by

reshaping blocks to produce a more compact layout. Final, total wirelength was comparable to or better than that obtained

by an SA-based algorithm [31], with speed-up of over 1000 � in predictor mode (high-speed) and 20 � in constructor mode

(high-effort). More recently, a fast algorithm called Traffic [25] has been used to generate high-quality floorplans without

simulated annealing. Traffic also uses two stages. In the first stage, the blocks are divided into layers by linear multi-way

partitioning. In the second stage, every layer is optimized individually; the blocks in each layer are separately arranged into

rows and then moved among the rows to balance row widths and reduce wirelength. In the end, pairs of rows are squeezed

tightly after being transformed into trapezoids. This final step leads to very compact floorplans, but it also increases wirelength,

because the cells are ordered according to their heights.

The impressive speedups obtained by the last two algorithms raise the question of whether a fast deterministic approach can be
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used to replace the widely used SA engine with the same or better solution quality. Fast, recursive, cutsize-driven, area bisection

by multilevel netlist partitioning is very successfully and widely used in large-scale placement [6], [29], [7], [17]. To date,

however, the quality of bisection-based floorplanners has generally fallen short of that of the best SA-based implementations.

We believe that this deficiency has been caused largely by a thorny legalization problem [14] that traditionally accompanies

the recursive bipartitioning paradigm. Legalization is the process of transforming the end result of recursive bipartitioning, or

any so called global floorplan, which may still contain overlap and/or other constraint violations, to a configuration in which

all shape, non-overlap, and floorplanning boundary constraints are strictly satisfied. As commonly practiced, floorplanning by

recursive bipartitioning makes no guarantee that the blocks assigned to a subregion can actually be shaped and arranged there

without overlap. In this scenario, defining base cases may be difficult, as many base cases may fail to have legal solutions.

Local refinement usually suffices to legalize, but in general some form of global legalization becomes essential to guarantee

proper termination. Recently reported progress in the legalization of standard-cell [5] and mixed-size [17] placements depends

on a significant amount of available white space (20% or more). When area constraints are tight, legalization usually increases

wirelength significantly. The work presented here is the first to define a floorplanning flow driven by recursive cutsize-driven

bisection in which the satisfiability of all constraints is explicitly enforced at every step, so that the need for post-hoc legalization

is completely removed. Legal, a.k.a. feasible solutions, strictly satisfying all non-overlapping, area, and shape constraints, are

explicitly constructed for every subproblem at each intermediate level. Their feedback to the recursive bisection enables it to

proceed significantly longer, deepening the partitioning hierarchy and thereby improving wirelength quality. Our implementation

of this flow beats a leading SA-based engine on the GSRC benchmarks by 10–20% in average wirelength and by orders of

magnitude in run time.

The only similar work to our look-ahead enabled recursive bipartitioning flow is found in Capo 9.0 [3] for mixed-size

placement. Capo 9.0 proceeds top down by cutsize-driven recursive bipartitioning until certain ad-hoc tests suggest that newly

generated subproblems may be difficult to legalize. At that point, standard cells in each subproblem are clustered, and these

clusters are treated as soft macros. SA-based fixed-outline floorplanning is then attempted on the hard macros and soft clusters

for the given subregion. If it succeeds, the locations of the macros are then fixed, and further refinement proceeds on the

declustered soft macros. If it fails, then the subproblem is merged with its sibling, the previous partition of the parent subproblem

is discarded, and floorplanning is attempted for the parent subproblem. In principle, this backtracking may continue indefinitely

until some ancestor is successfully floorplanned or until failure at the top level occurs. In practice, the ad-hoc tests used to

determine when to commence floorplanning are observed to be good enough that backtracking is only rarely needed. The

difference in our approach is that backtracking is never needed, since the look-ahead oracles guarantee the existence of a
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feasible solution at the parent level. At the same time, Capo still needs a simulated-annealing engine during this process, while

PATOMA is totally deterministic.

The paper is organized as follows. Section II gives an overview of our implementation, called PATOMA.1 Section III

describes a zero-dead-space floorplanning algorithm for soft blocks (ZDS) and proves its properties. Section IV presents the

adaptation of ZDS to wirelength minimization in PATOMA. Section V describes the ROB (Row-Oriented Block Packing)

heuristic for floorplanning a combination of hard and soft blocks. Section VI compares PATOMA’s performance with that of

Parquet-2 [1] and other non-annealing-based floorplanners. The paper is concluded in Section VII.

II. OVERVIEW OF THE PATOMA ALGORITHM

PATOMA attempts to minimize total wirelength under a fixed-outline area constraint. It couples top-down, cutsize-driven,

recursive bipartitioning with fast, area-driven floorplanning on all subproblems. The flow is outlined in Figure 1. At every

level of the cutsize-driven, area-bipartitioning hierarchy, each node corresponds to a subset of blocks assigned by terminal

propagation to a specific rectangular subregion of the chip. Before each application of cutsize-driven bipartitioning, however,

one of two separate fast, area-driven floorplanners is used to check whether the given subproblem can be legalized. The fast

floorplanner determines by a slicing construction whether the blocks assigned to each given subregion can in fact be shaped

and laid out within that subregion without overlap. If so, then recursive cutsize-driven area bipartitioning continues in both

subregions at the current level. If not, then the cutsize-driven solution at that level is discarded, and a wirelength-reducing

symmetry of the previously computed, legal, “look-ahead” solution to the parent subproblem is used instead.2 Because ZDS and

ROB both produce slicing structures, their top-level cuts define floorplanning subproblems with known legal solutions. Cutsize-

driven partitioning coupled with subproblem legalization then resumes recursively on these subproblems, until single-block

base cases are reached.

The area-driven look-ahead floorplanners determine whether a legal solution exists for a given fixed-shape subregion and

block subset. These algorithms must be fast and must usually find legal solutions if they exist. The first area-driven floorplanner,

ZDS, is based on a recent study [10] of sufficient conditions for zero-dead-space floorplanning of soft blocks. ZDS is used

only when all the blocks in the subregion are soft. Otherwise, a second area-driven floorplanner based on row-oriented block

1An acronym for “Partitioning To Optimize Module Arrangement.” Pronounced PAH-toh-ma, from the Greek for “floor.”

2Failure of ZDS (Section IV) or ROB (Section V) to find a legal initial solution, prior to recursive bipartitioning, is highly unlikely. We have not observed any such failure on

any circuit.
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Algorithm 2.1: PATOMA Floorplanning Algorithm
input: Set of blocks

����������	�
�
�
�	���
��
; netlist; aspect ratio constraints for each block, rectangle � of

fixed shape.

Each node of the partitioning tree is a set of blocks paired with a subregion. Generate the root node� ��	 ��� at level � ���
, and a legal floorplan for the root.

while there are still blocks to be placed
while there are unvisited nodes at level �

Select unvisited node � � � ����	 � � � of level � .
Use terminal propagation to model connections

between ��� � �!� and �#"%$� �!� .
Call hMetis to partition

� �
into disjoint subsets

� � �
and� �'&

, resp. assigned subregions � � � , � �(& of � � .
done := false.
repeat

remark Binary search for cutline position.
for � ���'	*)

if (all blocks in
� � � are soft)

fit + �-, := ZDS
� ��� � 	 � � �.� .

else fit + �-, := ROB
� � � � 	 � � � � .

end if
end for
if (fit + /0, and not fit + 12, , / 	 1%� ���0	�)'� )

slide the cutline toward � � "
else done := true.
end if

until (done or cutline search limit reached)
if (fit + � , and fit + ) , )

Create child nodes � � and � & of � .
Store the solutions from or ZDS or ROB for possible
future use.

else replace the hMetis bipartitioning of
� �3�4	 � � � with

a bipartitioning derived from earlier application
of ZDS or ROB.

end if
end while�65 � �47 �

.
end while
output: A floorplan of

�
in � satisfying all area and aspect-ratio constraints.

Fig. 1. The PATOMA floorplanning algorithm.

packing (ROB) is used. ROB is somewhat similar to Traffic [25]; however, it handles both soft and hard blocks under a

fixed-outline constraint. Both algorithms perform well in reasonable run time. They are reviewed in Sections IV and V below.

PATOMA uses the well-known multilevel partitioning package hMetis [16]. Neither of the two block subsets produced is

allowed to hold more than 60% of the total area of all blocks in both subsets. This choice of area balance produced the best

results in our experiments. Terminal propagation is used to account for connections between partitions.

Using feedback from the look-ahead floorplanners, PATOMA redistributes white space in order to make the result of cutsize-

driven partitioning legalizable as often as possible. The exact location of the cutline is initially set in direct proportion to the

total areas of the blocks in every partition. If a legal solution is found initially for 8:9 but not for its sibling 8<; , it may still be

possible to find a legal solution for both partitions by moving white space from 8=9 to 8>; , i.e., by moving the cutline away
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from 8>; and toward 8 9 . Candidate cutline positions can be generated by binary search, as long as each cutline position results

in a legal solution in at least one of the partitions.

III. THE ZDS ALGORITHM

The ZDS algorithm generates zero-dead-space floorplans for a set of soft blocks inside a fixed-dimension region. The aspect

ratios of the blocks of the final floorplan are uniformly bounded by the properties of the blocks. We will show that these

bounds are realistic and satisfy the constraints for most existing benchmarks. Previous work on this subject either analyzed the

theoretical upper bounds on the total area achieved by slicing floorplans of soft blocks [22], [32] or generate zero-dead-space

floorplans with no consideration of aspect ratio constraints [30], [28]. The section also proves the properties of the algorithm.

The ZDS algorithm used here is based on recursive top-down area bipartitioning. At each step, the blocks in a region are

separated into two groups such that the groups’ total areas are as nearly equal as possible (i.e. for a group of blocks � 9���������� �	�

the index



is found such that �
������� � 9 ����� �
�
��� 9 ��� � is minimized). The region is then cut parallel to its shorter side such

that each group fits exactly into one of the regions. Cutting parallel to the shorter side keeps aspect ratios of subregions bounded

in terms of the area variation among the blocks. Blocks are placed once they fill a sufficient fraction of their subregions; this

fraction is expressed as the reciprocal of the parameter � introduced below.

Figure 2 on page 7 shows the pseudocode for the ZDS algorithm. The notation is as follows. Given � rectangles � 9���������� � �
with fixed areas � 9"! � ;#!%$�$�$&! � � but variable lengths ' � and widths ( � , we seek to arrange them without overlap in a

given rectangle ) of area *�� � � 9 �	� such that the aspect ratios

+�� � +-, � �/. �10"2�3 , ' �54 ( � � ( �54 ' �6.

are bounded close to 1.3 The rectangle ) is the floorplanning region. The rectangles � � are the blocks.

Algorithm 3.1 is parametrized by +-, ) . !87 and � !97 . By construction, Algorithm 3.1 has the following property.

Theorem 3.1: For +-, ) . !87 and � !:7 , Algorithm 3.1 generates a slicing floorplan with zero dead space.

Although Algorithm 3.1 can accept as input any values +-, ) . !:7 and � !:7 , the analysis shows that the generated floorplans

display attractive properties for certain choices of +�, ) . and � . Specifically, if we define

; �10"2�3� � � 4�� � � 9 � (1)

3By this definition, which we use for the remainder of the paper, the aspect ratio of every block is always at least 1.
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Algorithm 3.1: Top-Down ZDS Floorplanning.

input

(i) Rectangles
����	 
�
�
�	�� �

with areas � ��� 
�
 
�� � � .
(ii) Rectangular region � of area � � �

� � � � and dimensions � ��� , with �	�
� ��� ��
 � ���
.

(iii) � � �
.

end input

if the largest block
���

satisfies � ��� �� � then

(i) make the length of one side of
���

equal to � .

(ii) place
���

with this shape against one side of � .

remark In the analysis, let � � � � � denote this � .

(iii) if ��� �
then

Replace � by the part of � not used by
���

.

Reindex
��� & 	 
�
�
�	*� � �

to
����� 	�
�
�
�	�� ��� � �

.

if � ��� )
then

place the last block in � and return.

else Replace � by ��� �
.

end if

else return

end if

remark If � contains more than 2 blocks, we place at most one block

before repartitioning.

end if

if ��� �
then

1. Select / � ���0	�
�
�
�	 � � such that

� " ��� "�
� � ���

��
"�� � � �

�
is minimized




Let � " � � " � � � and �� " � �
�
"�� � � � �!���"� " .

2. Cut � parallel to its shorter side into two rectangular subregions � " and �� " of areas � " and�� " respectively. Assign
��� 	�
�
�
�	�� " to � " and

� "�� ��	�
�
�
 	�� � to �� " .
3. Recur on the subregions � " and �� " .

end if

Fig. 2. A Zero-Deadspace Floorplanning Algorithm.

then appropriate values for � and +�, ) . are

� � 0 2 3$#&% � ;�'
and +-, ) .)(+* 7 � �-, 7/.6� (2)
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A trace of the algorithm on a simple 5-block example is illustrated in Figure 3.
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1.6
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(a)

(b)

(c)

r3

R

r1

R1

r1

r4 r5

R2

r2

Fig. 3. (a) Creation of a ZDS benchmark with 5 blocks, where � ������� � & � ��� �
	�� ��� � ��� �


. In this case, � �

�� ���

. Region � has area 18 and

is initialized to an aspect ratio of 1.125. (b) Since � ����������
�� ���
, block � � is placed. After partitioning of the remaining blocks, region � � is assigned to

blocks � & and ��� , and region � & to blocks ��� and ��� . (c) Final placement of all blocks. The maximum aspect ratio is

�� ��� � .

A. Analysis

The utility of Algorithm 3.1 rests in the fact that for nearly all realistic circuits, all the block aspect ratios it computes are

guaranteed to lie within a single small interval of the form * 7 � � , 7/. , when � is defined as in (2). Hence, if the blocks are

arranged in nonincreasing sorted order by area, the aspect ratios are bounded by one plus the maximum ratio of consecutive

block areas, when this latter ratio exceeds 2. Otherwise, the aspect ratios are bounded above by 3. These facts are established

here, under Assumptions 3.1 below.

Assumptions 3.1: Block-locking threshold; floorplanning-region aspect ratio bound.

(a) For
;

as defined in (1), � ! 0"2�3 #&% � ; '
.
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(b) The aspect ratio of the floorplanning region satisfies +�, ) .�� � , 7 .
Assumption 3.1(a) can be rephrased as follows: the threshold fraction of subregion area that a block must occupy in order to

be shaped and locked in place is not set above 7 4 % . Although these assumptions are stronger than necessary to achieve zero

dead space and acceptably bounded block aspect ratios, they are not very restrictive on the sets of block areas that may be

considered. Further discussion of the assumptions appears at the end of this section.

B. Derivation of the Aspect-Ratio Bound

Throughout this section, we consider the properties of Algorithm 3.1 under Assumptions 3.1. The first lemma shows that,

in order to bound the aspect ratios of the blocks, it suffices to bound the aspect ratios of the regions in which they are placed.

Lemma 3.1: The aspect ratio + � of any placed block � � satisfies

+	��� 0"2�3 #�� � +-, 8 , � �/. . ' �

where +�, 8 , � �6.�. denotes the aspect ratio of the smallest subregion in which � � is placed.

Proof: Available online in a technical report [27].

The next lemma bounds the aspect ratio of sibling subregions in terms of their area ratio and the aspect ratio of their common

parent subregion.

Lemma 3.2: Suppose subregion 8 is partitioned into subregions 8:9 and 8>; with areas �<9 and � ; . Let

� � 0"2�3 #��>9 4 � ; � � ; 4 �<9 ' �
Then

0 2 3$# +-, 8 9 . � +�, 8 ; . ' �10 2 3
� � , 7+-, 8 . �

�� , 7
+-, 8 .�� �

Proof: Available online in a technical report [27].

Lemma 3.3: With the notation in Algorithm 3.1,

� � �
	���
��


� � if � ������ �
� ��� 9 if � � � �� � �

Proof: Available online in a technical report [27].

Theorem 3.2: In Algorithm 3.1, under Assumptions 3.1,

7
�
� � ��� � � � �

Proof: Available online in a technical report [27].
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From Lemma 3.2 and Theorem 3.2, we immediately obtain the following bound.

Corollary 3.1: Suppose subregion 8 is partitioned into subregions 8 9 and 8 ; . Then

0"2�3 # +-, 8 9 . � +-, 8>; . ' � 0"2�3$# �-, 7+-, 8 . � �
� , 7

+�, 8 . ' �
Theorem 3.3: Under Assumptions 3.1, the result of Algorithm 3.1 is a slicing floorplan with zero dead space and every

block’s aspect ratio bounded above by � , 7 .
Proof: Follows directly from Corollary 3.1 and Assumptions 3.1, by induction.

C. Remarks

The assumption � ! % presents no practical restriction on the sets of blocks that may be considered. It just means that the

upper bound on block aspect ratios guaranteed by the analysis here for the given algorithm is at least 3. That is, consecutive-

pairwise area bounds tighter than 2 (e.g., � �64 ��� � 9 � 7 ��� ) are not guaranteed to reduce the maximum aspect ratio below what

can be attained with � � 4�� � � 9 � % .

Similarly, a large value of � does not necessarily indicate any large aspect ratios in the final floorplan, as Figure III-C

illustrates. In the figure, one large block occupies one subregion, and several small blocks occupy another subregion. Although

the area ratio of the subregions may be arbitrarily large, the presence of sufficiently many small blocks used to fill the small

subregion prevents any single block’s aspect ratio from becoming large.

Fig. 4. Block aspect ratios may all remain small, even when some subregion has a large aspect ratio.

For some designs, the presence of a few very large or very small blocks may result in a large value of � , if � is defined simply

as 0"2 3 # % � 0 2 3 � � � 4�� � � 9 ' . However, a few simple preprocessing steps can usually be used to reduce this value significantly.

The basic idea is simply to aggregate smaller, similarly sized blocks together until the aggregates are more comparable to larger

blocks or sets of blocks. Suppose ��� 4���� � 9 � 0"2�3 � ���64 ��� � 9 . Define 8 � � �8 � � � � � �� � as before, but with

����

instead

of



being chosen to minimize �
� . If � � 4 �� �
	1��� 4���� � 9 , then since ��� � 9 and ��� are placed in separate subregions, By

recursive application of Theorem 3.2, � is reduced to

0 2 3 #�� � 4 �� � � 0"2�3�
�� � � � 4�� � � 9 ' �
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If 0"2�3 �
�� � � � 4�� � � 9�� � � 4 �� � , a few recursive iterations on 8 � and �8 � can be used to reduce the bound further. Although

it is trivial to construct examples where this preprocessing will be useless (e.g., when � � % , or when
� � � � 7 ), on

practical examples with large � , the reduction in � will likely be considerable, when
�

is sufficiently less than � .

For all the GSRC benchmarks, the value of � is always 2. It is interesting that for the soft block version of these examples,

the aspect ratio constraint for all the blocks is in the range [0.3, 3], which means that ZDS can find a zero-deadspace solution

for all of them. This shows that the conditions required by ZDS are realistic and the algorithm itself can be used for the

manipulation of soft blocks in a floorplanning algorithm.

IV. WIRELENGTH-AWARE ZDS FLOORPLANNING

As described in the previous section, the ZDS algorithm ignores wirelength. In this section, the extensions of ZDS for

PATOMA including wirelength consideration are presented.

PATOMA extends the original ZDS algorithm in two ways. First, available dead space is used to increase the frequency

with which ZDS satisfies all aspect-ratio constraints. Let +������ denote the maximum aspect ratio allowed for any block. When

� , 7 � +������ , success of ZDS is guaranteed, because the aspect ratios of the subregions for which ZDS is called are also in the

range * 7 4�+ ����� � + ����� . , by the partitioning and cutline decisions made at the higher levels of the hierarchy. When � , 7 � + ���	� ,

the effective value of � can be reduced by padding some of the blocks by dead space. If the reduction in � is not enough to

guarantee success, the ZDS algorithm is applied anyway, because its conditions for the creation of a legal solution are sufficient

but not necessary. Second, in the original ZDS algorithm, the side of a subregion in which a block or block subset is placed

is left unspecified. In PATOMA, when ZDS must be used instead of cutsize-driven bipartitioning to guarantee legalizability

of the resulting subproblems, each block subset is placed in the subregion side that reduces the total lengths of connections

between blocks in the subset and other blocks. An example is shown in Figure 5.

V. ROW-BASED FLOORPLANNING

The ROB (Row-Oriented Block Packing) heuristic is used by PATOMA for floorplanning a combination of fixed- and

variable-dimension blocks. It is similar to Traffic [25] in that it organizes the blocks by rows according to their dimensions;

however, it satisfies a a fixed-outline constraint and handles both hard and soft blocks. Assume given a set of blocks to be

placed in a region with fixed height 
 and fixed width � . If 
 � � , the blocks will be organized in rows; otherwise, in

columns. By organizing blocks in rows along the shorter subregion dimension, there is room to pack more rows, and therefore

a wider variety of block heights can be efficiently supported. For the rest of this section, we assume, for simplicity, that the

blocks are packed in rows.
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(b)

A2 A1

(a)

A2A1

Fig. 5. Example of wirelength consideration during the enhanced ZDS algorithm. There are two alternatives for the relative location of the blocks in regions

� �
and

� &
. The first alternative is selected because of its better wirelength.

ROB ignores connectivity. It consists of two stages. In the first stage, the blocks are grouped into rows according to their

dimensions. In the second stage, emptier rows are merged with fuller rows until all rows fit inside the given, fixed-shape region.

The outline of the ROB algorithm is shown in Figure 6. During the first stage, blocks are considered one by one and either

added to existing rows or used to create new ones. Hard blocks are considered first. For every block, if one of its dimensions

matches the height of an existing row and its addition to that row does not create overflow, it is placed there. Otherwise, a

new row is generated with height equal to the smaller dimension of the block. Soft blocks are considered next. As they can

be reshaped, they are more likely to match the height of an existing row. When a block can fit in multiple rows, the shortest

one is preferred. If no such row can be found, a new one is generated with height equal to the smallest possible dimension of

the block.

At the end of the first stage, a set of rows has been generated. Each row width is less than the fixed width � of the region

4, but it is possible that the sum of the row heights is larger than the fixed height 
 of the region. In the second stage, some

rows are eliminated by redistributing blocks one by one. The rows are scanned in a decreasing height order. Blocks from rows

shorter than the currently selected one are added to the selected row where possible. Priority is given to rows of smallest width.

When a block is moved to another row, it is allowed to be rotated or reshaped for the purpose of matching the height of its

new row as closely as possible without exceeding it. The procedure is repeated until either all the rows have been scanned,

or enough rows have been eliminated such that the sum of the heights of the remaining rows is less than 
 . In the first case,

4 ��� � unless there is a block with both its dimensions larger than � . In that case a legal placement under the area constraints obviously cannot be found.
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Algorithm 5.1: ROB Floorplanning Algorithm

input: Set of blocks � � 	 
�
�
�	 � � ; netlist; block aspect ratio constraints; region R with height � , width�
; � � �

.
output: true if and only if a legal solution is found.

Order the blocks first by flexibility (hard blocks first) and then by area (larger area first).
for every block �

Set of candidate rows initially empty
for every row

�
if ( � can match the height of the row by rotating

or reshaping, the row width not exceeding
�

)
then Add

�
to the set of candidate rows

end for
if (set of candidate rows is empty)

Create new row with height equal to the smallest
valid dimension of � . Add � to the new row.

else
Add � to the shortest of the candidate rows.

end if
end for
Curr height := sum of row heights
if ��� �0� ��� �
	 ����
 � return true
Order the rows according to height (taller first)
for every row

�
Add the rows shorter than

�
to sequence �

and order them by their widths (emptier first)
for every row

���
in �

for every block � in
���

Move � to
�

if no overflow in
�
. The height of �

should be as close to (but not higher than) the
height of

�
Update ��� �0� ��� �
	 ���

if ��� � � ��� ��	 ����
 � return true
end for

end for
end for
return false

Fig. 6. The ROB floorplanning algorithm.

the algorithm ends without finding a legal solution, while in the second it reports a success.

When legalizability of a cutsize-driven partition of a given subproblem cannot be ensured, ROB’s solution to that subproblem

is employed instead, by interpreting it as a partition. Since the solution of ROB is organized in rows (columns), it is guaranteed

to have at least one slicing horizontal or vertical cut that can be used as the cutline for a bipartitioning of the blocks. The

bipartitionings generated by these cuts are compared with their symmetric ones for wirelength, and the best bipartitioning is

selected to replace the infeasible hMetis solution.

VI. EXPERIMENTS AND RESULTS

We compare PATOMA to to Parquet-2 [1], a state-of-the-art SA-based floorplanner using the Sequence Pair geometric

representation, Traffic [25] and FFPC, the fast floorplanner of Ranjan et al. [23]. For a fair comparison, all experiments were
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performed on the same machine, a 2.4GHz Pentium IV running RedHat Linux 8.0. We compared on four sets of benchmarks.

For all the experiments, the floorplanners are trying to minimize the wirelength in a fixed outline. The first set of benchmarks

includes the 4 largest GSRC circuits (size 200 - 300 blocks), where all the blocks are soft. For this set we compare only to

Parquet-2, because in addition to the high-quality floorplans it produces, it is, as far as we know, the only freely available

package online that can consider both fixed-outline constraints and soft blocks. We run Parquet-2 in two modes. The first mode

is the default and is very fast, due to a shorter simulated-annealing schedule that hurts the wirelength quality. The second mode

is a high-effort mode, where we impose a time limit of one hour to allow SA to attain a better solution.

A. Soft Blocks Only

Pad locations fix the amount of given white space at approximately 55–75%. In order to reduce wirelength, however,

PATOMA restricts its floorplan to an inner core region with just 20% whitespace.5 In the all-soft-block examples, PATOMA

uses only the ZDS algorithm and not ROB to enforce the legalizability of all floorplanning subproblems. All blocks are allowed

to be reshaped with any aspect ratios in * 7 4�� � � . . The end-case subproblems are observed to be small, containing fewer than

2 blocks on average and at most 27 on any instance. This result confirms that ZDS failures are quite rare and occur only for

relatively small sets of blocks. The recursive, cutsize-driven flow thus proceeds on average almost all the way to individual

blocks. The results are shown in Table I. The default mode of Parquet-2 produces results that are 19% higher in wirelength

than PATOMA, while its runtime is 37 � slower. The high-effort mode of Parquet-2 is 11% worse in wirelength and 824 �

slower than PATOMA.

B. Hard Blocks Only

The second set of experiments includes the same GSRC benchmarks, but with all blocks of given, fixed dimensions. In

these examples, PATOMA uses only ROB and not ZDS to enforce the legalizability of floorplanning subproblems, because

all blocks are hard. Table II shows the results for this set of experiments. On these benchmarks, PATOMA produces results

of 10% lower wirelength than the default mode of Parquet-2, with a speedup of 33 � , and of 5% lower wirelength than the

high-effort mode of Parquet-2, with an average speedup of 523 � .

The third set of experiments includes the same GSRC circuits all blocks hard, but without pads. PATOMA was compared

5On the soft-block examples, PATOMA’s wirelength can actually be reduced a few percent by shrinking this inner region to hold just 5% white space.
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Circuit PATOMA Parquet-2 (high-effort) Parquet-2 (default)

WL Run-

time

(sec)

WL

Ratio

Run-

time

Ratio

WL

Ratio

Run-

time

Ratio

n300 570388 4 1.20 501 1.34 46

n200 526011 3 1.08 561 1.15 29

n200b 537607 3 1.09 548 1.11 30

n200c 502128 2 1.10 863 1.15 43

Averages 1.12 824 1.19 37

TABLE I

COMPARISON OF PATOMA WITH PARQUET-2 ON THE LARGEST GSRC BENCHMARKS WITH ALL BLOCKS SOFT.

Circuit PATOMA Parquet-2 (high-effort) Parquet-2 (default)

WL Run-

time

(sec)

WL

Ratio

Run-

time

Ratio

WL

Ratio

Run-

time

Ratio

n300 645001 4 1.07 401 1.11 46

n200 550653 3 1.02 632 1.13 28

n200b 559772 3 1.05 528 1.08 29

n200c 526248 3 1.06 530 1.11 28

Averages 1.05 523 1.11 33

TABLE II

COMPARISON OF PATOMA WITH PARQUET-2 ON THE LARGEST GSRC BENCHMARKS WITH ALL BLOCKS HARD.

with Traffic and FFPC for these benchmarks, since these floorplanners do not use pads or shape soft blocks. 6 Table III lists

the results of these experiments. FFPC’s wirelength is 3% longer than PATOMA’s, on average, while its run time is 6 � longer.

With Traffic’s run-time limit set to PATOMA’s run time, Traffic’s average total wirelength is 60% longer than PATOMA’s.

6FFPC does support semi-soft blocks, whose shapes must be selected from a fixed, finite set. Currently, PATOMA supports only soft blocks, not semi-soft.

It is readily adapted to directly handle semi-soft blocks as well.
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Circuit PATOMA FFPC Traffic

WL Run-

time

(sec)

WL

Ratio

Run-

time

Ratio

WL

Ratio

Run-

time

Ratio

n300 351463 4 1.03 6 1.71 1

n200 234085 3 1.09 9 1.52 1

n200b 193008 3 1.02 4 1.65 1

n200c 226147 3 0.96 5 1.53 1

Averages 1.03 6 1.60 1

TABLE III

COMPARISON OF PATOMA WITH TRAFFIC [25] AND FFPC [23] WITH ALL BLOCKS HARD. PADS ARE IGNORED.

C. Hard and Soft Blocks Together

In the fourth set of experiments, we generated large-scale floorplanning benchmarks from the IBM/ISPD98 suite [4] that

include both hard and soft blocks on a fixed die with 20% whitespace. The soft blocks are clusters of standard cells generated

by the First-Choice clustering heuristic [16]. The hard blocks are the same macros as in the original benchmarks. The allowed

range of aspect ratios for the soft blocks was set at * 7 4 � � � . . The sizes of the benchmarks range from 500 to 2,000 blocks. We

called this suite of benchmarks the HB-suite (hybrid blocks). These benchmarks are available online [12]. The characteristics

of the benchmarks are shown in Table IV. The same table lists the results of both PATOMA and Parquet-2 (default mode) on

them. For these examples, Parquet-2’s wirelength is on average 104% higher than PATOMA’s, while it is 209 � slower.

Figure 7 shows a floorplan for the benchmark extracted from ibm01. All the benchmarks have an available deadspace of 20%.

This is a reasonable value for modern fixed-size designs. The results show that the recursive-bisection flow of the PATOMA

algorithm is very effective and efficient compared to other floorplanning algorithms.

VII. CONCLUSIONS

A new paradigm has been presented for floorplanning a combination of fixed- and variable-dimension blocks under a

wirelength objective and a fixed-outline constraint. By constructively ensuring satisfiability of all constraints at each level by

fast, area-driven heuristics, recursive cutsize-driven bipartitioning is allowed to proceed longer, and post-hoc legalization is

eliminated. The resulting flow is scalable and produces superior wirelengths in orders of magnitude less run time than a leading
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Fig. 7. Sample output of the PATOMA algorithm for the benchmark generated from ibm01. Hard blocks are shown with the H mark.

SA-based tool. In the current implementation, feedback to the bipartitioning is used only to adjust cutline positions, and only

until satisfiability is ensured. More elaborate feedback can be expected to improve results significantly on benchmarks with

more than 500 blocks.

VIII. APPENDIX
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