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THE EXECUTIVE SUMMARY

There is a clear need for creating an environment in which the best talent in our country can collaborate o develop
the National Information Infrastructure. We must make it possible for this talent to apply their skills in evaloating
neiworked information systems of great complexity, scale, heterogeneity, and dynamic behavior.

To accomplish this, we propose the creation of a National Exchange for Networked Information Systems (the Ex-
change) which will allow the community of geographically distributed researchers, developers, vendors, and users
to interact, to share ideas and results, and to document their findings in a live and active library of information.
Through the medium of this Exchange, they will be able to model, measure, evaluate, and design the most advanced
networked information systems in the world.

In this Exchange, the following kinds of objects will be collected: data, tools, and models. Under an acceptance con-
wrol policy, these objects will be placed into the Libraries of the Exchange: the Data Library the Tools Library and
the Models Library. The objects will contain full details of the environment in which they were created and in
which they operate. Morcover, the Exchange will provide access to Shared Experimental Facilities to enhance the
collaboration and interaction of its participants.



The Exchange we propose will provide a reliable, consistent, dynamic, and accessible archive of data, tools, models,
and systems. It will allow the work of earlier developers to be captured and reused on the same project or for new
projects. No longer will the effort that goes into collecting data, writing a simulation, coding a model, or running
these models, be lost when a project ends. The existence of such an Exchange will reduce the duplication of such ef-
forts which is so prevalent in today’s research environment. Moreover, it will foster the creation of benchmarks
against which measurements and data will be compared in a meaningful way.

The capability to carry out studies which explore as yet unachievable systems in the dimensions of scale, complexi-
ty, and heterogeneity is extremely appealing. These Libraries will be made available to the full community of in-
terested parties. It will draw the best talent to the problem, it will allow the colleciive wisdom of all views to come
to bear on the problem, and it will enable the building of a base of results and tools upon which taller structures can
be studied. It will generate a sense of community that draws together the spectrum from research through develop-
ment and deployment, and across the entire set of scientific and engincering disciplines necessary to deploy the Na-
tional Information Infrastructure.

The usefulness of such an Exchange was amply demonstrated in the early days of the ARPANET when its Network
Measurement Center was established. The Center’s use in driving the system architecture and design, in identifying
weak points and botilenecks, and in guiding the expansion of the ARPANET to ils current manifestation as the In-
ternet, were key contributors to its success. It is important that we learn from this past success as we mount the ef-
fort to carry networking to its next great height.

This country has defined a number of national and grand challenge applications employing the National Information
Infrastructure (NII). An ideal environment in which to pursue and meet these challenges is through the Exchange.
We recommend that a detailed plan be developed as the first step toward the creation of the National Exchange for
Networked Information Systems. The Exchange will provide the infrastructure and collaboralive environment o
provide a long-lasting capability for continued leadership in networked information systems.

1, INTRODUCTION

In order to facilitate the development of a National Information Infrastructure (NII), we advocate the creation of a
NATIONAL EXCHANGE FOR NETWORKED INFORMATION SYSTEMS. This Exchange will create that por-
tion of the infrastructure to enable a new way for research collaboration, whose purpose is to advance the state of
the art in high performance networked information systems; these advances will take place through the study of key
issues such as scalability, complexity, and heterogeneity.

The idea is to create a national capability whereby the community of geographically distributed researchers,
developers, vendors, and users will be able to create and access an active library of objects which will allow them to
interact and conduct modeling, measurement, evaluation, and design of the most advanced networked information
systems in the world.

In this Exchange will be Data, Tools, and Models Libraries respectively containing the following objects:

. data (measured or generated)
. tools (e.g., simulation languages, mathematical packages)
. models {¢.g., analytical, simulation}

In addition the Exchange will provide Shared Experimental Facilities consisting of:

. network infrastructure (e.g., testbeds, computer systems, transmission facilities)



. network emulators (e.g., for transmission links and sub-networks)

Under an acceptance control policy, these objects will be placed into the Exchange. They will be automatically in-
dexed and will contain the full details of the environment in which they were created or in which they operate. Ob-
jects may be removed from the Exchange and archived if they fail 10 meet measurable use criteria. In addition the
Exchange will provide a sophisticated interface which will permit these objects to be enhanced, modified, or activat-
ed, and, in general, used in isolation or in a collaborative interactive fashion,

Our vision is for the Exchange to facilitate the creation of an infrastructure that will have long term benefits for the
nation. What is likely to emerge spontaneously is a paradigm shift in the way communilies of researchers, develop-
ers, vendors, and users can and will interact. Furthermore, what we are proposing is to develop a methodology
through which diverse and hitherto disconnected communities that share a common goal will interact henceforth.
The timing is exactly right for the creation and growth of this Exchange now. Imagine a shared environment which
allows measured or generated data, evaluation tools, and models to be stored in the Libraries according to well-
defined formats and standards and then made available to the entire communily of rescarchers, developers, vendors,
and users. This community will then be able to use these tools and data to develop shared models and design
methodologies. The leverage is significant in terms of avoiding duplication, disseminating knowledge, and estab-
lishing benchmarks for good system behavior.

The Exchange we propose will provide a reliable, consistent, dynamic, and accessible archive of data, tools, models,
and systems. It will allow the work of earlier developers to be captured and rcused on the same project or for new
projects. No longer will the effort that goes into collecting data, writing a simulation, coding a model, or running
these models, be lost when a project ends. The existence of such an Exchange will reduce the duplication of such ef-
forts which is so prevalent in today’s research environment. Moreover, it will foster the creation of benchmarks
against which measurements and data will be compared in a meaningful way,

The capability to carry out studies which explore as yet unachievable networked systems in the dimensions such as
scale, complexity, bandwidth, latency, and hetcrogencity, is extremely appealing. The Libraries and Facilities will
be made available to the full community of interested partics. The Exchange will draw the best talent to the prob-
lem, allow the coliective wisdom of all views to come to bear on the problem, and enable the building of a base of
results and tools upon which more advanced neiwork structares can be studied. The synergy is enormous -- we are
pooling the talents of experts who will be able to collaborate as never before. The Exchange will generate a sense
of community that draws together the spectrum from rescarch through development and deployment, and across the
entire set of scientific and engineering disciplines necessary to deploy the Nil.

2. RATIONALE
2.1 The Problem

There is a clear need for creating an environment in which the best talent in our country can collaborate to develop
the most advanced National Information Infrastructure in the world. We must make it possible for this talent to ap-
ply their skills in evaluating an infrastructure of great complexity, scale, heterogeneity, and dynamic behavior,
which exceeds their current capabilities. To do this, we must provide a facility, the Exchange, that allows this
diverse community to interact, to share ideas and results, and to document their findings in a live and active library
of information.

This National Exchange for Networked Information Systems will involve measurement, modeling, development,
evaluation, experimentation, interaction, and collaboration. Such activities are critical (0 understanding:

. how to develop the best system design before deployment

. how the system is performing and why it behaves the way it does



. how it will perform if changes are made to parameters and to the architecture

. how it will scale
. how it will perform in other environments and scenarios
. how it can be improved

Clearly, the steps described above will be included in an iterative procedure of continual refinement towards im-
proved system designs. Moreover, we will use the understanding we achieve 1o develop the principles that underly
these networked information systems. This is especially needed in the case of high-speed networked information
systems, where the scope, complexity, and scale of the effort required to develop and deploy such systems are
unprecedented.

This process is appreciated by relatively few systems designers. However, even in those cases where measurement,
modeling, and evaluation are carried out, it is usually done from scratch, without the benefit of tools which have
been developed by other systems builders and analysts, and the results are seldom stored in a reusable fashion,
Furthermore, results are mainly disseminated through presentations at conferences and publications in journals. Un-
fortunately, this mechanism often does not allow other researchers to easily incorporate the results in their work,
since this often requires the use of specific tools or infrastructure as well as access to unpublished and often deleted
data. This is especially problematical for small research groups which often lack the critical mass in funding, exper-
tise, and facilities. The only thing that remains as a reusable object is typically a packaged simulation or manage-
ment tool (i.e., the commercially available and supported software packages). The loss of the data, tools, and
software to the community is vast and cannot be tolerated.

Developing networked information systcms is more challenging than many other types of systems, because design-
ing, building, and integrating high-speed wide area networks is extremely expensive. Indeed, networks are in-
herently an order of magnitude more complex because they are a system of systems. We are fast approaching the in-
terconnection of highly heterogencous gigabit networks whose problems of interoperability will be legion! This
looming problem is further exacerbated by a problem of equal magnitude, namely, scalability of these neiworks,

Whereas advanced testbeds are extremely valuable in advancing the state-of-the-art, they can only explore a small
space of architectures due o the complexities which arise from these network problems of scalability, heterogenei-
ty, dynamic traffic, technology dependencies, and configuration dependencies, given limited resources and limited
time,

As a result, it is important that we be able to predict the behavior and evaluate the performance of large networks
before they are built, based on information obtained through smaller scale experiments. In short, the successful de-
ployment of high-speed wide area networks will require close collaboration between different disciplines in the net-
working community: analysis, modeling, development, implementation, testing, and measurement.

Moreover, building high-speed networks requires not only expertise in networking, but also in many related areas
such as systems theory, operating systems, computer architecture, circuits and systems, and mathematics. Again, an
effective way of exchanging information and fostering collaboration among such diverse ficlds in a timely way is re-
quired.

2.2 The Precedent
There is a clear precedent, from the earliest days of networking and running right up to the present, which supports

the usefulness of the Exchange. Indeed, the first packet switching network, the ARPANET, was designed with a
clear understanding of the need for, and commitment to, modeling, mcasurcment, and experimentation.



A considerable effort went in to the provision of measurement hooks in every switch of the ARPANET. A Network
Measurement Center was established at UCLA from the beginning for the purpose of providing for performance
measurement and experimentation of the ARPANET. Morcover, the network was analyzed using mathematical
modeling as well as simulation long before it was implemented. This wmed out to be a key contributor to the suc-
cess of the ARPANET. Indced, the network developers would have been hard pressed to identify the source of ma-
jor network failures (both deadlocks and degradations) had they not been able 10 make measurements, collect data,
trace packets, and run experimenis with the tools that were so carefully provided. It was through the use of these
tools that the designers were able to guide the development and expansion of the ARPANET in the first few years of
its existence.

In the mid-1970’s, the ARPANET administrative responsibility was passed from ARPA to the Defense Communica-
tion Agency. The activities of the Network Measurement Center that thrived for more than half a decade ceased to
exist at this point, and have never been revived. The network continued to grow at significant rates, and the growth
was not only unmanaged, but it was also uncontrolled. In this environment, it is surprising that the highly successful
Internet evolved. A major step in this development was the introduction of the NSFNET which provided a back-
bone network for the Internet at megabit rates. The highly successful Internet has impacted the scientific, academic,
commetcial, and government sectors in remarkable ways. Part of the success of the Intcrnet is due to the fundamen-
tal guiding principles of operation that were developed in the carly ARPANET days, a time when it was possible to
measure, model, evaluate, and interact with that network.

Fortunately, the evolution from the kilobit rates of the ARPANET o the megabit rates of the Internet was just that,
an evolution. For this reason, the principles that were uncovered through extensive modeling, evaluation, and ex-
perimentation of the early ARPANET operational network carried us reasonably well through the growth of the In-
ternet,

However, although the bandwidth of networks has not increased in revolutionary ways, the size of the Internet has
stepped up in an uncontrolled fashion. Most of the problems we now face with the Internet have to do with this in-
crease in size, and these problems are essentially related to scale and heterogencity. The fact that we lack the ap-
propriate data, tools, models, and methods with which to explore, experiment with, and predict, the impact of proto-
col and structural changes to the Internet has significantly impaired the ability of the technical community to address
these problems properly. It is also clear that these problems will only become worse and increase in importance as
we face the design, development, and deployment of the NII,

Furthermore, we are now faced with revolutionary changes in networking as we move into the gigabit per second
rates of the NII. No longer can we rely on cur previous experience and intuition. The principles of lower speed net-
works do not easily extrapolate to the emerging networks we are planning for the NII. We must now reestablish the
tradition of measurement, modeling, evaluation, and experimentation with these systems as we continue the path
into advanced networking.

2.3 Issues and Challenges

Advanced networks present us with a plethora of new issues, both in analysis and implementation. To illustrate, we
present a brief discussion of three, of the many, unigue high-speed networking challenges.

One important technical issue in gigabit networking, that has only marginal significance in today’s networks, is the
"latency problem”. At present, in terrestrial networks, the time for a source to inject a message (or application data
block) into the network is typically much greater than the time it takes the last bit of the message to propagate from
the source to the destination. As the link data rate increases, the propagation delay may well exceed the source in-
jection time, and new models for looking at networks will then be required. One way to see this is to recognize that
for the transmission of a one megabit block of data across the United States, it will take roughly 650 msec to inject
it, and only 20 msec for the last bit to propagate across the country if we use a T1 line (at 1.5 Mbps) for transmis-
sion. On the other hand, if we use a 1.2 Gbps ling, the injection time drops to less than one msec while the propaga-



tion delay remains constant at 20 msec. The latency component is negligible in the former case, but in the later
case the latency due to the speed of light dominates the response time. Clearly latency becomes a central issue in
gigabit networks. Moreover, by the time the first bit propagates across the country with a 1.2 Gbps tine, the cross-
country link contains roughly 25 megabits in transit (this is the bandwidth-delay product); another consequence of
the latency problem is the increasing number of bits that must be buffered and may be lost in the case of link errors.

Another manifestation of the latency problem was made evident after one of the first standards for high-speed net-
works, the IEEE 802.6 standard for metropolitan arca networks, was passed. In both the analysis and simulation of
this protocol the propagation delay was ignored, which resulted in an unfair access protocol that had to be changed.

Latency is expected to also affect:

. the ability of interactive applications to migrate from the local area to wide arca networks
. the ability to control remote sources and processes
. the ability to distribute communicating processes and the memory objects they use and modify

An objective of the Exchange is to provide a means of validating and comparing the new models that will be needed
to understand the dynamics of new issues such as these.

Note that, in the context of the "Global Grid" the range of round trip latency that must be supported is at least 8 ord-
ers of magnitude: from the tens of nanoseconds for interconnection of multiprocessors, through tens of milliseconds
for terrestrial fiber optic links, to significant fractions of a second for satellite links.

A second technical issue of increasing importance is that of network reliability. Our networks are becoming more
difficult to manage and maintain as their size and complexity increase and as new services are provided to satisfy in-
creasingly demanding applications. Advances in technology such as the increased transmission capacity of fiber op-
tic links and the switching capacity of fast packet switches allow for the support of higher bandwidth applications.
However, we find that the increased scale of the neiwork and performance guaraniees required by applications that
generate highly diverse traffic characteristics, severely increase the complexity of the system and its control algo-
rithms; this complexity renders our networks more vulnerable to system failures.

At the same time, our dependence on networks is increasing and failures have acquired the potential to be catas-
trophic. Recent failures in the existing telephone network have not only interrupted service, but have also disrupted
the financial and air traffic control operations. Fault resistant networks are more important now than in the past, and
the means must be found to take advantage of the economics of new technologies and the demand for new services
without compromising reliability. One function of the Exchange is to develop the facilities to simulate or emulate
large scale networks and their control mechanisms in order to better predict the effect of new technologies and ser-
vices on the reliability of the entire network before they are deployed.

A third important rescarch area in future networking is that of protocol development. As the data rates of networks
increase to support emerging applications, it is clear that existing protocols without modification are inadequate for
the NII. In particular, flow and error control mechanisms that are based on low data rates do not scale well to net-
works with large bandwidth-delay products. Furthermore, as emerging applications require quality of service
guarantees of different types (e.g. throughout, delay, and jitter) the protocols must change or evolve. Balanced
against the introduction of totally new protocol mechanisms in a gigabit network is the fundamental requirement of
networking to allow sysiems 1o interoperate; thus one must balance the desire to introduce new protocols against the
need to migrate while maintaining interoperability.

Creating protocol structures for the NII requires a closer linkage between those developing and applying formal



methods to protocols, and those evaluating architectural and implementation issues to identify and eliminate system
bottlenecks. The facilitics proposed in the Exchange will encourage these needed collaborations,

2.4 The Objective

The Exchange will provide a framework for information interchange for the coordination of rescarch, development,
and implementation of gigabit networks. It will bring together and closely couple the analytical and experimental
researchers, developers, implementors, vendors, network planners and administrators, application developers, and
users in order to establish a healthy synergism between all the parties. It will foster a sense of community across the
entire set of scientific and engineering disciplines necessary for the development and deployment of the NII.

In conclusion, we advocate a near-term as well as a long-range objective for the Exchange. The near-term objective
is to create an infrastructure for disseminating data, tools, models, and end results, in order to identify the best sys-
tern architectures for implementation and deployment of the NII. We expect the provision of this infrastructure to
spontancously lead us towards the long-term objective: to enable the continuing development of a methodology for
analysis, modeling, development, implementation, testing, and measurement of future networked information sys-
tems,

3. THE EXCHANGE

The Exchange will serve as the memory and the activator of the network research and development community. It
will allow access, retrieval, and evaluation of the collected wisdom of this community.

In this Exchange, the following kinds of objects will be collected: data, tools, and models. Under an acceptance
control policy, these objects will be placed into the Libraries of the Exchange: the Data Library the Tools Library
and the Models Library They will contain full details of the environment in which they were created and in which
they operate. Moreover, the Exchange will provide access to Shared Experimental Facilities to enhance the colla-
boration and interaction of its participants.

Below we discuss these items in more detail. However, we hasten to emphasize that the Exchange is more than just
a collection of data, tools, and models. A further essential ingredient is that the objects in the Exchange operate to-
gether, so that they can be used to build complete systems that can be used to measure, analyze, simulate, and model
realistic networks.

3.1 The Data Library

In any system design, it is important to understand what demands will be placed on the system. In the case of net-
works, this amounts to characterizing the traffic that will be carried. Little information is available on the traffic we
can expect over gigabit rate networks or the behavior of emerging applications that will generate this traffic, but this

information will be invaluable to people designing, simulating, modeling, and evaluating high-speed networks and
protocols.

In order to gain such information, it is important to gather measured data from high-speed networks (including
current testbeds and the evolving Internet), as well as to collect data generated from simulation or complex analyti-
cal traffic generators. Data will be needed from all levels of the network, including:

application behavior (such as address reference traces and procedure call history)

. event traces and overhead measurements of protocols and operating systems

. source traffic characteristics at the network interface



. behavior of network control mechanisms (including resource allocation, congestion control, and address

resolution)
. utilization and queueing behavior of switches, gateways, and routers
. traffic characteristics on network links

Data can include aggregate traffic measured during experiments, and characterization of specific isolated waffic
sources such as distributed computing applications, scientific simulation, visualization, and multimedia. As applica-
tions become more sophisticated and bursty in nature accurate characterizations become more important, since one
of the important research areas is how these different types of traffic will interact in a large scale gigabit network,
where performance guarantees are required for connection orienied traffic passing through fast packet swilches.

To be a useful object of the Exchange, data will have to be represented using standard formats, so that it can be easi-
ly used by simulation and modeling tools in the Exchange, There will also be a standard procedure to describe the
experiment under which the data was collected or generated, so that it can be used in a meaningful and standard
way. This will also make it possible in some cases to replicate and validate the experimental data via other experi-
ments or by simulation,

In the collection of data, it is important to define standard procedures and interfaces for taking measurements in both
experimental and production networks. This will allow the use of shared monitoring tools, and will facilitate the use
of remote monitoring. This will be an important element of simplifying outside access to experimental networks.

Furthermore, the Data Library will include benchmark algorithms and resulis. The existence of a standard set of ex-
perimental conditions and traffic models will facilitate the direct comparison of network architectures and protocols.
Developing these algorithms is 2 major task, both because evaluation is possible along many dimensions (such as
throughput, delay, and ability to deal with congestion), and because there are many factors that affect performance
and that have to be controlled while doing benchmarking (such as application behavior, host and operating system
architecture, communication protocol design, and network size and topology).

The need for universally available data sets and a standard set of experimental conditions for networking research-
ers can not be overemphasized. The essence of the scientific method is the reproducibility of experiments. It would
be unthinkable to build theories in basic science upon experiments that had only been performed once; however, in
networking this is common, Because of the complexity in describing the conditions and traffic sources used in most
networking experiments, journal articles rarely contain sufficient information to reproduce and verify an experi-
ment., The Data Library will provide a source for both the inputs and results of experiments so that the experiments
can be reproduced and the results interpreted by independent researchers.

Finally, it should be noted that anomalous behavior of network elements and of control mechanisms should be an in-
tegral part of the Data Library. Experiments which have generated unexpected and unexplained resulis can be
described in the Data Library, allowing other researchers 1o collaborate in the discovery of the cause of the anoma-

ly.
3.2 The Tools Library

The second essential element in the Exchange is the set of tools for modeling, simulating, designing, and measuring
networks. These include:

. measurement and data collection tools

. simulation packages and languages (for functional verification and performance analysis)



. network engineering and network element design tools

. analytical packages (such as for fitting mathematical models to experimental data and analyzing simulation
results)
. visualization packages (for interpreting simulation results and for network engineering and management)

Making existing tools available on a wide scale will immediately be beneficial since it will allow research in high-
speed networking without having to spend a substantial amount of time building these tools. However, the payoff
will be greatly increased if the tools can work together, and can interact with the objects in the Data and Models Li-
braries.

Due to license restrictions for commercially available tools, it may not be possible to make these generally available
in the Tools Library. This issue will be revisited in the context of the Shared Experimental Facilities subsection, but
the provision of the interface between these and other tools will still be an important component of the Tools Li-
brary, allowing their use and interaction by those who have license rights or access through the Shared Experimental
Facilities.

This ability to interoperate will, for example, make it possible to use a single visualization tool to explore and com-
pare:

. measured data collected by various means

. the output of simulations generated by differing packages
. the output of network engineering and design tools

) the output of an analytical model

This will be particularly useful in verifying new models against collected data before varying the paramelters of the
model to explore new design choices. Furthermore, it will be possible to use a combination of measured data traces
from the Data Library and traffic generators from the Mode! Library to drive large scale heterogeneous simulations
with sub-models using various simulation packages and languages.

Finally, there will be the ability to vertically integrate the modeling process from high level behavior, to detailed
component simulation, as never before. It will be possible, for example, to plug a gate level simulation reflecting a
network element design into the original high level network simulation model, to confirm that a particular imple-
mentation has the same behavieral effect on the netwark as a whole as originally intended. Moreover, this ability
can be extended to hybrid models in which a simulation or analytic model is used to replace part of a physical net-
work; that is, a portion of 2 network can be disconnected from the rest of the physical network and replaced by a
model of itself. This hybrid system can then study how the real sysiem will behave when changes to the model take
place.

This vision is not only very desirable, but also quite realistic. The key is to define standard interfaces and data for-
mats that will allow tools to interoperate. These interfaces will hide sufficient intemal detail so they can be fairly
general and applicable to a wide range of networks, but they have to capture the essential elements of the interac-
tion, Although defining these interfaces is certainly not trivial, we think that it can be done and it will be of very
great value. Earlier efforts that have used this approach have shown this to be truly useful (e.g. in the cases of ex-
perimental ARPANET and Internet protocols documented in RFCs, and VLSI design tool intcraction using standard
interchange file formats),



3.3 The Models Library

A final element of the Exchange is the set of models to be used in the analytical and simulation process. These are
models of the various network elements, including:

. application behavior and traffic generators

. session control (connection management and congestion control algorithms)

. communication protocols (including error control, flow control, admission control, and sequencing)
. operating systems

. host architectures and host--network interfaces

» swilches, gateways, and routers

. network links (e.g., SONET, HIPPI, FCS) and free space channels

In each case, appropriate to a particular modeling effort, the level of absiraction must be carefully chosen to allow
simulation runs to complete in a reasonable time or analytic models to be evaluated. This must be dene with enough
detail in the models to fully understand sensitivity to initial conditions and parameters, and to allow the variation of
parameters whose values affect the performance metrics.

For example, a particular network element may be modeled at the various levels such as:

. high level behavioral models of network topology and data flow

. architectural models of systems and protocols at the functional level

. detailed gate level logic models that reflect the hardware design

. detailed analog and optical models of transceivers and transmission lines

The raw data in the Data Library is only a first step towards traffic source characterization. One goal is to develop
traffic models for the Models Library that can be used to characterize applications under a variety of conditions,
such as networks and hosts of different speeds, different loads, and different traffic conditions. Traffic models al-
ready exist for simple applications, e.g., voice, file transfer, remote login, and video distribution, but models for
more complex applications such as distributed computing and interactive multimedia are needed. Application and
traffic models will be an important part of the Exchange. The presence of accurate source models will make it pos-
sible to evaluate and model not just networks, but also the distributed systems in which they are used.

It should be noted that medeling serves two purposes: functional verification (of complex systems where correciness
proofs are infeasible) and performance evaluation (where closed form analytical solutions are intractable). While
individual network elements with simplifying assumptions may lend themselves to correctness proofs and closed
form analysis, the complex systems of the sort we anticipate for the NII will certainly require far more extensive
modeling and simulation.

The various models may be constructed by a varicty of techniques, including:

. analytical models and traffic generators coded in a programming language or a queueing network language



. stand alone procedures {(subroutines) that model specific network elements, custom coded in a program-
ming language such as C

. models written in a discrete event simulation language (such as SIMSCRIPT or GPSS)

. queueing network models constructed with a package (such as RESQ)

. architectural models constructed with a package using a graphical user interface (such as BONeS or OP-
NET)

. gate level hardware logic models generated by schematic capture or written in a hardware description
language (such as VHDL)

. analog and electro-optic models (for example using SPICE)

While having a library of models of systems, sub-systems, and network elements at various levels, constructed by
different techniques, is an ambitious goal, the benefit will be enormous. Researchers will be able to duplicate the
simulation experiments of others, explore the consequences of changes in simulation parameters, and construct new
systems merely by plugging together models that others have built. These researchers will be able to "converse” us-
ing this Models Library and improve and exlend the components in this library interactively. The potential gains
from the resulting synergy of such an infrastructure is vast.

3.4 Shared experimental facilities

Rescarch in networking, as in other branches of engineering and science, consists of a theoretical component that
can be worked on by a small group with minimal resources, and a more practical component that requires expensive
experimental facitities. Linking the theoretical and practical components in networking research is of prime impor-
tance since networking is an engineering discipline, and theory without validation has little meaning. However, the
cost and span of experimental high-speed national neiworks makes it difficult, if not impossible, to perform all of
the needed experiments, and to give access to experimental facilitics to all of the researchers with the need. One
way in which the Exchange can contribute is to establish Shared Experimental Facilities that lower the batriers to
experimental networking research, by providing:

. access to shared national facilities

. shared national facilities for network simulation

. shared national facilities for network emulation

. safe, controlled access to individual experimental networks

. linking individual facilities to form larger heterogencous internetworks

While Libraries will provide the data, lools, and models to allow the simulations of the scale we consider necessary
to conduct research towards the implementation of the NII, additional infrastructure is highly desirable. There are
two major components Lo this infrastructure: access and facilities. While we will concentrate on the latter, it is im-
portant to note that the links that make the access to these facilities possible {and whose characteristics may be use-
ful for verifying experiments across real network links) are just as important as the facilities themselves. In many
cases this access will be provided by the existing Internet, but there are scenarios which may require dedicated or
higher bandwidth links than are generally available to individual researchers. We will now describe each of the fa-
cilities in greater detail.



Stmulation is one of the most cost effective means of studying the operation of large scale networks. However, the
size¢, bandwidth, and complexity of networks is increasing, and more and more often, the primary concerns are rela-
tively rare events rather than only long term average performance measures. Here, approaches such as importance
sampling and sensitivity analysis can offer significant insight, and the analyst who understands their application can
benefit the developer in such cases. Often, the computer facilities needed to perform accurate simulations that are
long enough to provide meaningful measurements will be beyond the means of many university departments and in-
dividual researchers in networking. The shared national facilities for simulation provide the infrastructure to allow
simulations of scope and collaborative component not otherwise possible. These facilities will include:

. compute servers to allow accuraiec complex simulations to be run by individual researchers on powerful
systems, or on instruction set architectures required by a particular software implementation

. specialized simulation engines and supercomputers which are not ubiquitous enough to be generally avail-
able to even large research groups

. software license servers allowing the efficient sharing of expensive commercial software

One of the most costly components in high-speed networking research is the cost of the transmission facilities; in
addition, experimental networking research often precedes the availability of the transmission facilities. In a net-
work emulator the characteristics of a transmission line (transmission rate, propagation delay, errors, outages, etc.)
can be modeled by a hardware device to overcome these problems. These link emulators can then be connected to-
gether to form a network, and either general purpose computers or specialized hardware can be used as the nodes
and switches in the emulated network. Users can be connected to the network emulator and experience virtually the
same environment that they would in a national network, and the network emulator can be connected to an experi-
mental network to extend its apparent size.

The difference between a network emulator and the actual network is that the emulator is constructed in a room, and
results in less costly transmission facilitics. A network emulator can be more easily set up, reconfigured, and torn
down, than the actual network, and provides researchers with the opportunity to ry many more experiments before
deploying a geographically distributed network. In order (o make networking research more cost effective and to
make it possible for research to precede the deployment of transmission facilities, a network emulator will be con-
structed as part of the Shared Facilities of the Exchange.

An important part of the research in high-speed networks is the development of experimental networks that can be
used to evaluate hardware technology, network protocols and algorithms, and applications, in a real system.
Although these experimental networks are by their very nature limited in scale and often focused on a particular as-
pect of networking, they provide invaluable information that cannot be obtained by simulation, emulation, or model-
ing.

In other scientific disciplines, experimental prototypes are often used only by their designers. The nature of the net-
working discipline makes this approach both undesirable and impractical. Large scale networks include many dif-
ferent technologies that have to work together correctly. It will be useful to provide controlled secure outside access
to these experimental networks, as well as to have the capability to link individual facilities and testbeds together o
form a larger heterogeneous internctwork. The ability to try different protocols and applications on different experi-
mental systems is an important part of experimental network research since it increases the confidence that the
hardware, protocols, and applications will be able to function in a heterogeneous environment. This type of experi-
ment will become more common as more researchers can gain access 10 experimental networks, Moreover, experi-
mental networks are extremely expensive 1o build, so it is important to maximize the number of experiments that are
run on cach of them for economical reasons.

Sharing of experimental networks is already happening today, but it is ofien prevented or complicated by the fact
that different groups use different (frequently ad hoc) tools and conventions. We expect that the Libraries, which



include well defined interfaces for measurement and formats for data and algorithms, will facilitate this sharing of
experimental facilities.

3.5 Organizational issues

To make the Exchange an effective mechanism for supporting the development of networked information systems,
an organization is needed that: specifies interfaces and formats so that the objects in the Exchange can work togeth-
er; performs acceptance control for the entry of data, tools, and models into the corresponding Libraries; and
manages access to the Shared Experimental Facilities.

The objects in the Exchange will have to operate together so that they can be used to build complete packages for
use in networking research. This requires the specification of standard interfaces between and among the tools and
models and the definition of the data formats. Defining and developing the interfaces and data formats requires a
concentrated effort by the research community. Note that defining the interfaces and formats is itself a research is-
sue.

The Exchange will only have an impact if it used, i.¢. if researchers make contributions to the Exchange and use the
Data, Tools, and Models Libraries for their work. One of the key elements to success will be the ability to attract
high guality data, tools, and models. Producing these contributions is of course the task of the research community,
but the Exchange can encourage this in several ways. First, there will be minimum requirements for documentation
that explains installation, use, and limitations of each tool or model and the format of data. Second, objects may be
removed from the Exchange and archived if they fail to meet measurable use criteria. It will be possible to accom-
modate not only contributions that are well established, but also those that are in their early stages of development
(and hence with a limited rack record). Finally, issues related to copyright and access control will have 1o be ad-
dressed. Note that there is a large body of tools and models generated by researchers who are willing to share free-
ly, but there is currently no infrastructure to support their wide dissemination. In fact, it is likely that the submission
of a data set, tool, or model to the Exchange will be regarded as a form of publication, which will further encourage
such activity.

The above issues are very important since they will have an impact on how attractive it is to use the Exchange, and
hence on how much impact it will have. However, there are many existing examples of sharing of tools and data on
a smaller scale that indicate that this is a realistic scenario: mathematical libraries, personal computer shareware, X
applications for Unix, information exchange through newsgroups and bulletin boards, etc.

The Exchange will not only deliver a broad set of tools, but it will help in the development of a methodology for
designing, measuring and analyzing large-scale, heterogencous networks that will evolve, backed up by a set of
widely available tools.

4. WHERE THE EXCHANGE CAN HELP: SOME EXAMPLES

Emerging applications addressing the national and grand challenge problems (inclading multimedia} combined with
new methods of integrating networks and operating systems (such as distributed virtual shared memory) themselves
pose new research issues in terms of scaling and heterogeneity. Problems of scaling arise due to increases in latency
(or the bandwidih-delay product), link rates, node counts, the number of concurrent connections, and the number of
parties participating in a communications context. Current testbeds are limited in their scope and cannot casily ad-
dress these, in particular the node and participant count. As we begin o understand and characterize application
behavior in the context of the emerging high-speed networks, we can feed this information back into application
design and optimization to perform well in the NII, in addition to properly engineering the NII infrastructure.

In this section, we examine examples of these problems and how the Exchange will serve to assist in their solution
in greater detail, starting at a high level problem (national challenges), proceeding to an application (multimedia),
and finally to system level support (distributed virtual shared memory}),



4.1 National Challenges

Recently, ARPA has defined a set of national challenges for the NII. National challenges are characierized by their
large economic impact, broad applicability, and the potential to introduce new services and processes rather than
just automate existing ones. Examples of national challenge applications include design and manufacturing, crisis
management, health care delivery, education and training, digital libraries, and environmental monitoring. These
national challenge applications demand the high-speed networking infrastructure that the NII will provide, as do the
previously defined grand challenge problems, but with the potential for larger scale and penetration into society.

In terms of networking requirements, these applications are characterized by large scale and heterogeneity of end
system architectures, transmission media, and rates. They also encompass many services not traditionally provided
by data networks, such as real-time services (for example, for remote medical consultation or crisis management)
and stringent security and privacy requirements (for example, for medical record transfers). Due to their interdisci-
plinary nature, it can be expected that a large number of research institutions will be working on these applications,
many of which may not have a strong networking or performance evaluation background.

The Exchange can aid in the development of the necessary applications, information and communication services,
and host interface and network infrastructure 1o address these national challenges, as illustrated by the examples in
the following two subsections. The Model and Data Libraries will store model applications and sample traffic traces
so that researchers working on services and infrastructure will have realistic application requirements to work from,
even though they may not be intimately familiar with the applications generating the data. In turn, application
developers can make use of base models of commonly needed communication services and infrastructure without
knowing all the details of their implementations. Measurement results will provide a baseline against which alterna-
tive approaches to building applications and delivering services can be compared.

The Shared Experimental Facilities will provide the common proving ground for these applications and services
where interoperability, service interaction, and scaling can be investigated before they are actually deployed. These
facilities will offer the venue for collaboration between industrial, academic, and government investigators.

4.2 Multimedia

Distributed multimedia applications are widely regarded as an important use of high-speed networks, including their
use as an integral part of national challenge solutions; these applications include teleconferencing, collaborative
work, remote visualization, virtual reality, distributed simulation, and interactive video-on-demand. These services
share a number of demanding requirements, including real-time constraints; an example of such constraints is the
necessity for delivery to the receivers within a specified delay bound and the need for the various streams (video,
audio, and data) to be sufficiently synchronized. Furthermore, these sources transmit large amounts of data, either
as raw or compressed video, or as data that wifl be rendered into images. Often video is multicast to a large, widely
distributed group of receivers.

The requirements for real-time multimedia differ substantially from the data services currently dominating packet
switched networks. A range of open problems remain before distributed multimedia applications can be deployed
on a wide scale. They range from problems of insufficient physical bandwidth to problems in the design of operat-
ing systems and user interfaces; below we will address some of the network related issucs:

. Quality of service guarantees: Current packet switched networks typically cannot make any guarantees to
an individual connection as to the qualily of service it will receive (such as throughput, delay, and loss). In
the case of audio if the delay exceeds a few hundred milliseconds, conversation between two parties be-
comes difficult, and in the case of video broadcast, packet loss must be low enough so as not to perceptibly
degrade image quality; in both cases retransmission of lost packets is generally not feasible. Related to the
quality of service requirements are the resource reservation and routing algorithms that are necessary allow
the network to provide these guarantees.



. Congestion control: Congestion control measures for data services such as window flow control are not
directly applicable to multimedia services, with rale conirol and rate feedback appearing more promising,
The algorithms for resource reservation and routing of multipoint connections to prevent and control
congestion largeted at large complex networks must typically be implemented in a distributed manner.

Both of these issues are related to network scale and complexity. It is difficult to predict how proposed algorithms
and mechanisms will scale to the complex heterogeneous NII under real conditions of latency, packet loss, and
congestion.

. Heterogeneity: Multimedia end systems will consist of various architectures and will be connected by
diverse subnetworks and switches, with latency varying over several orders in magnitude in the "Global
Grid".

Research into issues (such as those listed) related to distributed multimedia services will be greatly enhanced by the
availability of the common Data, Tools, and Models Libraries, as well as the infrastructure provided by Shared Ex-
perimental Facilities. Since the range of problems within the topic of distributed multimedia is so wide, common
Libraries and Facilities will make it possible for smaller research teams to contribute, without each needing exper-
tise in all the required disciplines (e.g., signal processing and operating systems} and without having to invest in a
full set of expensive multimedia production and processing equipment,

Many approaches to the scaling, congestion control, and heterogeneity problems depend on the source characteris-
tics (such as burstiness). However, generating multimedia streams, particularly for interactive video or visualiza-
tion, is expensive. For example, encoding video through MPEG with moticn compensation requires the services of
specialized hardware or a supercomputer. Also, experiments and performance evaluation are difficult to compare or
replicate as the source streams used are usually not accessible to other researchers and not fully described in publi-
cations. In the image coding community, a small set of images is used to indicate the achievable coding quality and
compression ratio; similarly, benchmark programs are used to compare the performance of processors and computer
architectures. Such images, programs, and video clips (¢.g., the first few minutes of the movie Star Wars will be in-
cluded in the Exchange and will be useful for theoretical analysis, simulations, and experiments in test networks,
thus providing a means of attacking problems with a common set of assumptions.

Static source data by itself, however, may not be sufficient, as there is an increasing realization that interaction
between the network and the source can improve performance, For example, a video source may reduce the image
quality and bit rate when the network notifies it of pending congestion. Applications that can generate multimedia
streams in real time will speed the research into these interactions. The set of conferencing tools used for Internet
audio and video conferences already shows the usefulness to network research of generally available applications
for traffic generation.

The Models Library will contain simulation models of multimedia sources, enabling more realistic network
scenarios without having to fall back on the usual greatly simplified source models. This will allow easy reference,
avoiding the need for elaborate or incomplete descriptions in simulation studies and publications.

4.3 Distributed Shared Virtual Memory

The use of distributed shared memory as a way to provide the shared memory paradigm for interprocess communi-
cation has received significant attention in the research community, particularly in the context of distributed memory
multiprocessors and local area networks. A promising way to provide distributed shared memory over wide area
networks is 10 use extensions of virtual memory mechanisms to give the application the appearance of shared
memory. This is referred to as distributed virtual shared memory (DVSM), and it is the memory mapping and
management in the operating system that are extended to deal with pieces of code and data located throughout the
network.



Emerging national and grand challenge applications will rely more heavily on multimedia, as described above.
Currently, even though systems may provide integrated transport of data, audio, and video, these streams are split at
the host--network interface and handled in a very primitive manner. We need to understand how integrated mul-
timedia can be handled in the host and operating system, including how audio and video objects fit into the virtual
memory mechanisms, and how frame buffers can be integrated into the host memory hierarchy, Furthermore, a po-
tential benefit of DVSM is related to the efficiencies of a coordinated design between the operating system and tran-
sport protocol mechanisms.

There are many operating system, DVSM, and communication protocol policies and design alternatives, as well as
competing host memory and network interface architectures that need 10 be compared by detailed simulations and
experimenial analysis. In addition to the system design issues, a number of open research issues at the network lev-
el remain to be solved in the context of DVSM:

. Latency: One of the hardest problems to overcome when distributing communicating applications over a
long haul network is that of the high round trip delay. Practical constraints such as the physical location of
specialized facilitics frequently prevent the local clustering of communicating objects. Some virtual
memory operating systems are based on objects (segments) that are related to the application semantics,
providing a natural and automatic grouping of related code and data; by extending these mechanisms to the
network environment, a natural prefetching can occur so that the objects are present before use, eliminating
the round trip delay.

. By instrumenting a range of current high performance applications and collecting data such as address
reference traces and the interaction between communicating processes and their use of objects, the Data Li-
brary will contain the necessary information to provide realistic traffic generators o drive simulation
models, The interaction of DVSM implementations across the Shared Experimental Facilities will allow
proposed solutions to be tested in a realistic network environment.

) Data rate: As application demand, processor power, and network infrastructure all grow in performance, a
potential exists for mismatch between the host processing power and network data rates. While it is possi-
ble (and desirable) to model the netwaork at a high level of abstraction for some of the DVSM work, it will
also be necessary 1o test the proposed host and operating system models against live network links in the
presence of realistic congestion and error conditions, as provided by the Shared Experimental Facilities in-
frastructure.

. Heterogeneity: In a general application of DVSM, the participation of diverse heierogeneous systems is
desirable. While a few specific types of heterogeneity are relatively easy 1o deal with (such as different
page sizes and byt ordering), the ability for completely different system architectures to participate in a
DVSM is very much an open research issue. By providing the Shared Experimental Facilities and the abil-
ity for differing researchers to cooperate, the Exchange will significantly enable the ability to conduct
DVSM heterogeneity experiments.

. Network scale: In DVSM implementations, multiple processes will be communicating among one another,
and it will be very important to show that proposed solutions scale to a large number of participants, Furth-
ermore, algorithms will be required that determine optimal object migration policies and the coherence of
the data in objects where shared write access is required. The network scale provided by access (o the
Shared Experimental Facilities to test applications will be essential in showing how these algorithms, along
with the DVSM mechanisms in general, scale to extremely large high-speed networks.

The implementation of DVSM and related system level mechanisms, based only on the restricted setting of experi-
mental networks, could result in the premature deployment of fundamentally flawed hardware and software
mechanisms. If these mechanisms break down under the scale present in the future NII, the result could be extreme-
ly costly, and require changes in thousands of workstation computers. This sort of costly consequence can be avoid-



ed by fully exploring scale and heterogeneity effects up front. The Exchange will be very well suited to enabling
this type of early exploration to prevent just such consequences; moreover, where they to occur in a deployed net-
work, then once again, the knowledge and wisdom gained from the Exchange as well as the use of the Exchange it-
self can serve as a very effective mechanism for locating the problem and suggesling its remedy.

The grand scope and detail of the modeling needed for the solution of difficult research and implementation prob-
lems from applications to network architecture in the environment of the NII requires collaborative efforts that will
be enabled by Shared Experimental Facilitics. Similarly, by using and extrapolating data from the current Internet
and gigabit testbeds, we will have the basis for creating realistic models of large high-speed networks to be used in
simulations, assisted and enabled by the Data and Models Libraries.

5. CONCLUSIONS

This white paper has but one recommendation to make. That recommendation is simply to:
Promote the development of a detailed plan to create this
National Exchange for Networked Information Systems

This is but a first step in creating the Exchange, Once the plan has been created and approved, only then should an
implementation phase be launched,

We have provided a vision for creating that portion of the National Information Infrastructure which will enable the
community of researchers, developers, vendors, and users to collaborate and interact through a National Exchange
for Networked Information Systems. The Exchange will provide the necessary mechanism for this community to
address the key issues of scale, heterogeneity, and dynamic behavior of the emerging high performance networked
information systems. The ability to address these issues is critical if we are (0 continue to lead the world in these
advanced networks.

Having laid out the vision, the next step is to flush it out with a detailed plan. We propose that such a plan be
developed.



