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ABSTRACT OF THE DISSERTATION

Performance Evaluation and Prediction

for Large Heterogeneous Distributed Systems
by

Joseph Betser
Doctor of Philosophy in Computer Science
University of California, Los Angeles, 1988
Professor Jack W. Carlyle, Co-Chair

Professor Walter J. Karplus, Co-Chair

Heterogeneity is a trend setting phenomenon in today’s world of networked
computing. Combined with distributed computing, and large scale systems, such
heterogeneous systems exhibit overwhelming complexity. This dissertation ad-
dresses performance issues, such as measurement, analysis, modeling, simulation,
and configuration synthesis for such systems.

Our study is experimentally validated on a novel testbed system, which con-
sists of heterogeneous hardware units and operating system types, and provides
transparent access to hundreds of users in an academic instructional environ-
ment. The main emphasis of this case study work is to arrive at a first order
model, that renders successful results, by observing key behavior parameters of

the systems under consideration. Such a model and methodology carry general

XV



applicability to other heterogeﬁeous systems.

A detailed study was conducted to define the user model of such a system,
and arrive at fundamental building blocks for a variety of user communities and
load patterns. We describe these results as a three-class user model structure.

Numerous sets of performance measurements were designed and executed to
characterize the heterogeneous distributed system under investigation. These
measurements are required‘ as input for our modeling process. They also carry a
substantial value for future modeling purposes.

A modeling eﬁ'o.rt was carried out, leading to the derivation of a queueing
network model for such systems. This effort was particularly challenging due to
the limited availability of low-level system parameters. Discrete event simulation
was utilized to arrive at performance results, and we show good fit of modeling
results to measured performance.

Configuration synthesis algorithms were further developed and demonstrated
for heterogeneous systems that we study. Given quantities are assumed to be the
expected user workload in a three-class characterization, hardware costs, and
delay constraints. We develop an optimization algorithm that uses performance
design goals to arrive at the system configurations of choice.

Finally, resource sharing issues are addressed by studying session assignment
strategies, and the resulting global performance and optimization characteristics.
This work also provides a basis for further research on load balancing ongoing at

UCLA.
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CHAPTER 1

Introduction

In recent years, Computer Science has been transforming from interactive
computing towards distributed computing, and machine boundaries have be-
come less and less apparent. While transparency among homogeneous set of
machines has been studied, much less is known about heterogeneous architec-
tures. In particular, many performance issues are of immediate interest, since
heterogeneous systems have inherent communication overheads by virtue of the
differences among system components. Since there is currently a clear trend of
connecting different hardware/software systems on common close-coupled net-

works, a performance study of such systems is highly desirable.

1.1 Large Heterogeneous Systems

Currently, many large heterogeneous systems are built around Local Area
Networks (LANs), and consist of user terminals, workstations, and backbone
machines that are more capable than the workstations in terms of their processing
power and storage capacity. The workstations may be of different architectures,
and likewise the backbone servers may be heterogeneous. In addition, different

operating systems could be running on the various machines. Moreover, some



network-wide resources are made available to all users. All of the above demands
make it very challenging to achieve a high performance solution for the design

task of large heterogeneous distributed systems.

1.2 The Performance Problem

Applying performance analysis methods to such systems has not been exten-
sively done. A few systems have been built using design experience and intuitions
acquired from less complex systems. It would be safe to assume that the result-
ing design might be less than optimal. In fact, what performance parameter is
most important to the user 7

We argue that the most important performance parameter to users is system
speed, as they feel it. This, in essence, is what is meant by system response
time. Response time has several levels of granularity. At the finest grain one
would consider character echo time, at an intermediate level, interactive script
execution time, and at the coarse-grained level, time to execute computationally
intensive tasks (e.g. program compilations, word processing, numerical anal-
ysis/simulation). The latter is not considered interactive, as the user is not
specifically waiting for system response and might be doing an interactive task
while the non-interactive task might complete in the background (batch mode).
However, the user would like non-interactive jobs to complete as quickly as pos-
sible, to enhance productivity; thus one may consider finishing time for a suite

of tasks. As a general criterion users might desire that character echo should

3]



complete within a fraction of a second, and interactive tasks should complete
within seconds. Expectations for non-interactive tasks would be considerably

more variable.

1.3 Analysis of Large Heterogeneous Systems

This is currently a significant task, as the complexity we are considering
becomes greater than that dealt with by established techniques that we are fa-
miliar with. We are looking at a system that is heterogeneous in both hardware
and software aspects. We are dealing with personal machines as well as faster
backbone machines. In many cases the operating systems are different as well.
The systems are distributed, using local area networks to connect their various
components.

There are some other major modeling issues in addition to system speed.
These are reliability/availability and system behavior in the face of Scaling. Dis-
tributed systems have become a reality due to the desire for reliability /availability
coinciding with decreasing microprocessor prices.

As the number of nodes in a system increases, performance figures across the
system vary. These fundamental variations tell us about the potential of the
system to scale up. We can anticipate advantages and drawbacks from such a
scaling operation. Load patterns and their effect on scaling will give us general
insights about distributed system scaling response.

How is the load being managed under variable conditions ? How can we



achieve graceful degradation ? How can a catastrophic failure be avoided ? A
good strategy would be to strive for good resource sharing policies. In fact, in
the synthesis part of the work we demonstrate session allocation policies that
successfully accomplish this goal.

Some of these questions were posed as the LOCUS operating system was con-
ceived [PopeWalk85]. Our present research, while not requiring a Locus-like en-
vironment, has benefited from the presence at UCLA of a significant distributed
system based in part on Locus and its descendant AIX/370 [IBM88]. With this
as an experiment testbed, we have been able to carry out a research program
leading to a verifiable methodology fo'r modeling large heterogeneous distributed

systems.

1.4 Our Modeling Effort

Our primary testbed system consisted of SEASnet - the School of Engineeﬁng
and Applied Sciences Network. A smaller, secondary research network was also
used. SEASnet is described in detail in Chapter 3; in brief, it is currently among
the larger production systems in an academic environment demonstrating the
melding of heterogeneous hardware and operating systems. We have studied the
user community behavior as well as measured system parameters; this enabled
the construction of a model for such heterogeneous distributed systems.

The modeling effort was especially challenging, since the our working assump-

tion was that the data available to us would be incomplete, in the sense that fine



grained information would be l-a.cking. Accordingly, we were able to obtain useful
global measurements for system parameters, but access to internal parameters
was limited. This led us to the decision to pursue a first-order model, that demon-
strates good validity for system performance prediction. This required careful
assessment of available data, measurements, and design strategies. We sought to
determine the first order behavior of the system sufficient to derive a queueing

network model that usefully characterizes the actual system.

1.5 Synthesis of Large Heterogeneous Distributed Systems

Ounce our analysis capability is demonstrated, the challenge is to advance to
synthesis capability. Using the analysis model as a building block, one seeks to
construct a synthesis algorithm that arrives at optimal configurations, given user
requirements, available budget, and design constraints. The key idea in such
synthesis procedures is to iterate over several choices, checking how the objective
function behaves. Design parameters are changed, until the objective function
achieves an optimum value. We note that the evaluation of the objective function
results in from the model and its analysis/simulation.

In this dissertation, our ultimate accomplished goal was to achieve the syn-
thesis capability. Since synthesis depends on a validated model, the phases of our
research have reinforced each other, as successful configuration synthesis reaffirms

that our modeling effort was fruitful.



1.6 Synopsis of the Dissertation

In Chapters 2 through 9 we present the body of the dissertation. We now
briefly describe the contents of these chapters.

Chapter 2 describes academic computing systems and their characteristics.
Chapter 3 gives the overview of SEASnet necessary for the reference in the rest
of the work. In Chapter 4 we develop our user model with SEASnet as testbed.
Chapter 5 contains the core of our measurement work, with the modeling goal
in mind. In Chapter 6 we describe our modeling effort, leading to a queueing
network model, again with SEASnet as our testbed. In Chapter 7 we develop
a configuration synthesis algorithm for large heterogeneous distributed systems;
this is a cost performance optimization in which sessions are assigned with a
balanced load constraint. Discussions of research in several disciplines related
to our work have been collected for presentation in Chapter 8. In Chapter 9
we summarize our contributions, elaborate on their significance, and draw some
directions for future research.

It should be emphasized that an effort has been made to create chapters
which are largely self contained. For that reason there is a limited degree of
redundancy among several chapters, so that the reader may examine each chap-
ter individually. Moreover, we felt that some detailed material was beyond the
scope of individual chapters, and we placed this material in the Appendices, for

completeness.



CHAPTER 2

Academic Computing Systems

Perhaps the most distinctive characteristic of academia is the diversity of is-
sues that are addressed within an academic institution. In fact, the academic
environment is a microcosm of the real world. As prospective professionals are
brought up in the academic process, they confront some representative experi-
ences that emulate the real life experience. The major difference is the rate of
systematic learning. New theories, tools, and techniques are introduced at an
accelerated rate. This rate of knowledge acquisition comprises the production
performance in an academic environment.

The introduction of computing systems into academia has often been at the
forefront of computer technology. Leading academic institutions with good re-
search programs have traditionally attracted many vendors to supply the schools
with their latest product; this has contributed to heterogeneity. SEASnet! is an
example of such a relationship involving IBM and other vendors with the UCLA
School of Engineering and Applied Science (SEAS). In the following chapter we
shall elaborate on the particular qualities of the academic computing environ-

ment, since SEASnet served as our main research testbed.

LSEASNET - School of Engineering and Applied Sciences Network



2.1 Local and Central Resources in Computing Paradigms

During the previous decade the predominant computing paradigm was the
central mainframe computer, with interactive users time sharing it via user ter-
minals. the cost of such systems was prohibitive for any entity smaller than a
university campus, a major corporation, or a large government agency.

Since the advent of very affordable microcomputers, the paradigm of a central
mainframe has been constantly updated. The proliferation of smaller processors
into modest laboratories has been a fact for over a decade now. Moreover, per-
sonal computing is a fact of life for the last five years or so. Individuals have their
own microprocessor based workstations on their desk as the standard paradigm.
A private individual would most probably use his machine in a standalone mode.
At times some sporadic communication across telephone lines might occur. How-
ever, major facilities operate substantially more intensive local communication
media. Local Area Networks (LANs) are becoming popular, and an increasing
number of different processors are gaining access capacity to LANs and other
communication media. Ultimately, network wide resources can become available
to any user.

This increased level of machine connectivity has made distributed computing
feasible, but also led to heterogeneity in hardware and software systems. There
exist a multitude of applications for personal computers and workstations. Many

of these applications can run on the workstations in an autonomous fashion.



However, some services, such as file service, cycle service, and communication
services are best handled by the central, larger nodes. The issues pertaining to
the manner in which distributed resources are utilized are complex. The cen-
tral resources are more powerful, but not as locally available as the personal
node’s resources. In the rest of this dissertation we shall call the central ma-
chines Backbone Servers. The personal machines will be called PCs or Personal

Workstations.

2.2 TUniqueness of Academic Environments

The academic computing setting ilas some unique aspects in comparison to
general facilities in the industrial or business worlds. The user community is very
demanding in terms of software novelty and offered features. Recent releases are
very much in demand and support for many applications is required. In addition,
easy access to hardware and software resources is desirable, both in terms of time
and location. Courseware is rapidly changing, and the computer support for it
needs to accommodate for these enhancements at a competitive pace.

Heterogeneity is a fact of life in today’s academic environment, because of the
rich set of vendors interested in supporting academic applications and operations.
Since the introduction of Local Area Networks (LANs) earlier in the decade, the
co-existence of heterogeneous environments on the same network has been a
challenge in academia.

Other criteria are emphasized in order to obtain the above features. We men-



tion here the fact that life-death reliability is not required, and that the real
time constraint is not significant in most academic computing systems. System
stability is very desirable, but users have a higher degree of tolerance since they
wish to use novel features, which might still be under development. System secu-
rity is not cardinal in an environment where many public-domain programs are
present, and easy accessibility is paramount. Clearly, business-like considerations
(e.g., detailed record keeping, audit trails, profitability) are not so important in

academia, as the main goal is to learn and extend human knowledge.

2.3 The Academic User Community and Computing Applications

Inherent diversity is the characteristic quality of this community. The number
of applications is as staggering as the number of disciplines studied in higher edu-
cation. Among the many disciplines we mention physics, architecture, medicine,
film animation, linguistics, engineering, management, and library science. In ad-
dition, some of the users are teaching Faculty and students enrolled in courses,
and others are Faculty and research staff pursuing research. Usually there is
some interaction with administrative computing as well.

Depending on the discipline, we mention a few examples of the application
diversity. The Psychologist will be using statistics to reduce study data, the
Physicist would use numerical packages to obtain curve fittings, optimize param-
eters, and carry complex analyses of physical models. In general, many of the

Engineering and so called "Scientific Computing” applications solve mathemat-
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ical models that represent field problems and others. The Architecture faculty
and students would use Computer Aided Design (CAD) programs to help create
new architectural concepts. The Economist would use the computing facilities
to run economic simulations, and perform various data reductions. The Biology
professional would like to analyze experimental data and protein structures. The
Medical applications call for patient scheduling, diagnosis, real time monitors,
data analysis, and so on. The Library and Information sciences call for major
on-line catalogs, searches, and retrievals. The Business school is concerned with
the multitude of business applications, from spreadsheets to accounting, from
financial planning to trade and production analyses. For a more elaborate de-
scription of academic applications, the reader is referred to [ACIS86], [ASEES7],
[ACADCOMPS8] and publications specific to the various disciplines.

We should note that in each and every discipline mentioned, there has been a
significant trend for micro-computerization. A great majority of the applications
mentioned can indeed run on a personal computer or workstation and alleviate
load on the main computing resources on campus. This important trend is a
major motivating issue in this dissertation.

Hence, the user community in the academic setting is highly diversified. In
order to obtain meaningful results for a specific case study group, we have con-
centrated on teaching activity within the school of Engineering. Without loss of
generality, we proceed in the following section with further details on the En-

gineering and Computer Science disciplines. Similar studies could be made in

11



other disciplines.

2.4 Applications Specific to Engineering and Computer Science

As we focus on the areas closer to us, we observe that there is a multitude of
various applications within the Engineering and Applied Sciences area. Circuit
designers typically employ CADAM software for vlsi design. Nuclear engineers
use simulation programs to determine nuclear reactor operation. Computer sci-
entists use architecture, communication, languages, operating systems, method-
ology, and artificial intelligence applications among many others. Civil engineers
use structural and water resources applications. Chemical engineers use chemi-
cal process control techniques. Aerospace Engineers use numerical aerodynamics,
flutter and active control, and propulsion computations. There are many more
applications in the general engineering area. However, they are all represented in
the course material of the UCLA-SEAS, and some more detail will be provided

in chapter 4 below, as we focus on the SEASnet user community.

2.5 Summary

In this chapter we have provided the necessary context regarding academic
computing. We presented an elaboration on the important current trends to-
wards personal computing, networking, distributed computing, heterogeneity,
and central resource sharing.

We have illustrated the important characteristics of academic computing,

12



and have emphasized the extreme diversity in discipline within the community.
We concluded with a brief exposition of the Engineering and Computer Science
disciplines, as a prelude to a more elaborate description of SEASnet and its user

community in chapters 3 and 4 below.
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CHAPTER 3

SEASnet - A Large Heterogeneous Distributed System

SEASnet is the major computing environment of the UCLA School of Engi-
neering and Applied Science (SEAS). It has been in operation since 1985, and has
a growing impact on the school instructional and research environment [Sten87].
SEASnet provides an alternative to resources traditionally found in the campus-
wide office of Academic Computing (OAC). SEASnet consists of backbone server
machines and client workstations. There is a substantial degree of heterogene-
ity involved, as will be detailed in the architecture subsection below. SEASnet
is running the Locus operating system as its backbone operating system. An
overview of Locus will be provided below as well. The challenges of modeling
our heterogeneous and distributed system will be outlined towards the conclusion

of this chapter.

3.1 SEASnet Educational and Operational Goals

SEASnet was provided to the school in order to enhance its computing re-
sources, especially for instruction. This resulted in greater autonomy and inde-
pendence of centralized campus resources. The increased availability was con-

ducive to the promotion of computer use in the courses taught at the school. In
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fact, the utilization of personal computers as the user front end is a successful
concept. Many users own PCs, or otherwise have access to a PC. In addition,
a vastly growing number of DOS applications are in existence. Hence, class
work and research work are done on standard tools which are easily accessible.
The net result is that hands-on computing experience is achieved throughout the
school, as the entire faculty and student body are so easily exposed to computing
Iesources.

SEASnet architecture will be described in the next section (3.2). We try to
keep this section (3.1) independent of specific architectural detail. If, however,

the reader so desires, cross reference to section 3.2 might be appropriate.

3.1.1 The SEASnet User Community

The major emphasis of SEASnet operation is class instruction with an ad-
ditional emphasis on research support. Hence there has been a major thrust of
"computerizing” an increasing number of engineering courses [SEAS85,SEAS86.-
SEASS87]. Some courses were transferred to SEASnet from the central campus
facility. Additionally, courses which were based on manual work were upgraded
to include computer work. This increased the student productivity, as computa-
tions previously infeasible were easily completed.

Most of the user community consists of upper division students. Additional
users are graduate students, faculty and lower division students. About half of

the user community has some familiarity with personal computing. The inexpe-
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rienced users obtain their introductory experience on DOS and PCs during their
first class on SEASnet.

We make a note at this point, that direct interactive access to Locus is pro-
vided to some research users; this Unix-flavor access is provided in order to
support the vast amount of software available for the Unix operating system.
Classroom users, however, see this backbone environment indirectly, through an

operating system bridge, as will be explained in section 3.2.

3.1.2 SEASnet Operation and Applications

The applications run on SEASnet are as diversified as Engineering courses
are. They range from computational fluid dynamics to artificial intelligence, from
water resources control to vlsi design, from data structures to signal processing,
from computer graphics to chemical plant simulation, and the list goes on and
on.

Most of the applications used in class material are DOS programs. SEASnet
provides the application software packages, and students use the packages to
solve the various problem sets assigned to them. A higher degree of student
involvement might be a requirement to provide procedures/routines that will
be merged with larger software packages. Classes which are closer to computer
science might require the students to generate major software modules as pro-
gramming assignments. Regardless of the degree of programming required of the

user, we note that the same DOS application environment is invoked, in which
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the user operates to accomplish a specific task.

We should note that most SEASnet activity originates from three work-
station classrooms, containing a total of over 70 PCs. All classwork is dome
through these PCs. In addition, individual faculty members have PCs in their
offices. Some interactive ascii terminals exist in the school. These terminals
provide interactive Unix/Locus access for research users. A newer classroom
contains IBM RT machines.

A substantial elaboration on the behavior of the user community, and the
manner in which SEASnet resources are utilized, will be given in chapter 4. The
user characteristics will be detailed, with respect to application usage, commu-

nication demands, and file service requirements.

3.2 SEASnet Architecture

SEASnet ia a heterogeneous distributed system, serving the UCLA School
of Engineering and Applied Science. Figure 3.1 below gives a partial schematic
description of the SEASnet hardware configuration. Figure 3.2 describes the
conceptual architecture of SEASnet, with our particular subset of interest circled
at the bottom. We note that SEASnet consists of backbone machines running
Locus, as well as client workstations of the PC-DOS variety. Hence, SEASnet
is heterogeneous in the way of hardware, as its backbone conﬁguratiqn includes
different types of processors, in addition to the drastic differences among servers

and client machines. Additionally, SEASnet consists of heterogeneous operating
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systems. The servers run Locus, and the clients run DOS. These completely
different operating systems communicate with each other via an operating system
bridge, called PC-Interface. The entire SEASnet facility is interconnected by a
10 Mbit/sec Ethernet. We shall describe the SEASnet architecture in further

detail in the following sections.

3.2.1 Backbone Servers

SEASnet currently consists of three different types of backbone servers run-
ning Locus. These servers are IBM4381, IBM4361, and DEC VAX750 machines.
These machines have a distinctly different architecture and performance capac-
ities. There is a major difference between the IBM and the VAX architectures,
as Locus runs on VAX as a native operating system, and as a VM application on
the IBM architectures. We will see in forthcoming measurements and analyses
that this has a noticeable effect on performance characteristics,

We note that memory capacity on all machines is in the 8-16 MByte range.
As far as mass storage is concerned, the 4381 and 4361 are using 3380 and 3370
disk drives respectively. The 750s use Eagles for disk storage. Further technical
detail is presented in Appendix A. The interested reader is encouraged to refer
to it. Forthcoming upgrades to SEASnet will substantially increase backbone

capacity while retaining the overall architectural philosophy.



3.2.2 Client Work Stations

The workstations on SEASnet are primarily PC-ATs and compatible ma-
chines, such as the ATT6300. These machines run the popular DOS operating
system, and are connected via an Ethernet to the backbone machines. These
machines have 1MByte of memory and 20MB of hard disk storage. Some ap-
plications run directly off the hard disk. These have to do with very frequently
used applications, such as editors, some compilers (turbo-Pascal), graphics, and
others. However most of the different applications are located on the backbone
machines, and are used through the Ethernet via PC-Interface. The communi-
cation issues presented by this workstation-server relationship are central to this

dissertation.

3.2.3 PC-Interface

PC-Interface (PCI) is an operating system bridge connecting Unix flavor ma-
chines to DOS machines [PCI86]. PCI allows the DOS user to transparently
access files on the backbone Unix machine, as if they were on a local drive. The
user views remote files as files on the so called "network drive” (drive E). Files
from drive E are used as if they were stored on any of the local A,B,C,D drives.

In order to function, PCI performs a significant amount of work under the
covers. It has a PCI module residing on the PC, which traps references to
drive E, and creates the necessary network requests to the Unix host. At the

Unix host end, these requests are handled by the DOS-server. The requests are



transformed into Unix I/O operations, and the resulting data is shipped back
over the network to the PC, where the PCI module translates the data to DOS
format and returns it to the PC as if it came from the local drive. All this
operation is done transparently, under the covers, without the user being aware
of any detail of the operation.

The notion of transparency is a key asset of the Locus operating system. The
user cares little about the actual location of resources, and the system locates and
accesses resources in an automatic fashion. This notion carries special importance
over heterogeneous boundaries, as users are even less likely to be familiar with

remote environments to get their work done.

3.3 The Locus Distributed Operating System

This section will provide the reader with some necessary context for the
purpose of this dissertation. More elaborate presentations can be found in

[Pope.etal8l], [Betser84], and [PopeWalk85].

3.3.1 Heterogeneity

The primary strength of Locus is its capacity to transparently operate among
several architectures and software environments. For example, in the VAX case,
Locus runs directly on the hardware architecture as a native operating system.
In fact, Locus was initially developed for the VAX, as a concept of distribut-

ing Unix among several machines. However, since networking introduces many

[Re
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types of architectures on the same network, Locus was soon faced with different
architectures, which were not readily available to accept a Unix flavor operating
system.

One such architecture was the IBM370 architecture. IBM370 has its own
Control Program (CP) that provides most of the lower level control functions.
Incorporating Locus into such an architecture was a significant task, as there
was no natural fit. Data/instruction formats were different, as well as hardware
design, I/0O cha.gnels, and communication devices. We shall see that an inter-
mediate operating system layer was used temporarily (SSS), and was ultimately
eliminated. Locus now runs directly-on CP as a VM process. In fact, Locus was
announced by IBM [IBM88], to be released as AIX/370 with TCF (Transparent
Computing Facility) on a variety of hardware,

It should be noted that Locus was ported to other architectures such as 80286
(PC/AT) and 80386 (PS/2 Model 80) architectures. This demonstrates the rich
set of architectures Locus supports. The testbed machines used in experimental
work for this dissertation were mostly the IBM370 and DEC-VAX architectures,

as well as PC/AT.

3.3.2 Transparency

Network Transparency is a key fundamental feature of Locus. This design
goal states that distributed resources should be accessible to any user, as if the

network is invisible (transparent), creating the perception that remote resources



were local. This simplistic goal is extremely difficult to accomplish, as all network
communication, remote heterogeneous environments, and foreign protocols are
hidden from the user. The philosophy here is that the user need only be familiar
with the local environment. It is the operating system’s function to translate
and interact with remote resources under the covers.

An example of transparency is name transparency. There is a globally unique
namespace for the entire filesystem. Mappings are made internally to determine
the location of a particular file within the Locus file system. Another important
aspect is performa.ncc transparency. one would like to obtain high performance
for remote operation, such that they would be comparable to local operations.
Hence the user would not experience different response for the remote vs local
operations, and the network again would appear transparent. This is a very dif-
ficult task to achieve, as remote operations have excessive communication delays
and other overheads associated with them.

This dissertation will address primarily performance aspects, as they are

among the most interesting to study, and most crucial to the end user.

3.3.3 Distributed File System

The file system, especially its distributed naming catalog plays a central role
in the system structure, both because file system activity typically predominates
most operating systems performance, and also because the generalized file name

service provided is used by so many other parts of the system. This name service



is responsible for the globally unique Unix-like tree structure name space. Hence,
name transparency, location transparency, and performance transparency are
closely related to the naming service. In fact, transparent access to other system
resources, such as devices, is enabled by the transparent name service. Other
topics such as synchronization, network partition and reconfiguration, basic file
operations, and availability and reliability issues are described elsewhere in detail.

We mention here only the parts that pertain directly to this dissertation.

3.3.3.1 File Replication

Locus provides automatic file replication as a feature supporting distributed
computation. Since data is a major resource without which computation cannot
proceed, it is of utmost importance to have programs and software as available
as possible. File replication makes as much data as possible locally available.
This is accomplished by replicating data of high access rate at local nodes. This
saves remote communication overheads that might be incurred had the files been
remote.

We should note that there is a substantial problem in maintaining a replicated
file system in a consistent state. This is true particularly when the modification
rate of individual copies is substantial. The update propagation issues of keeping
consistency within a replicated file system were addressed in detail in [Betser84].
It was shown that both high modification ratios and high replication factors

contribute to a substantial system overhead.



Hence, it was consequently decided to employ replication for heavily read
system files, which are infrequently updated. Therefore, primary site replication
was chosen. In this choice, there is a master site controlling updates for a par-
ticular file system, and all updates are cleared through that site. This is a good
compromise of functionality and performance, since users access system files very
heavily, but need only read or execute privileges. System files are modified by

system administrators, a process invisible to the user.

3.3.4 Process Migration

Locus supports remote process execution and process migration. Remote
process execution has a transaction flavor, as a self-contained task is shipped
to a remote site for execution. The communication overhead is limited to data
transfers associated with process initiation/conclusion. The costs of migrating
running process are far greater than a-priori remote tasking. A running process
has state information stored in the process image. This information pertaining
to open files, executing programs, signals, etc needs to be shipped in completion
to the remote site. The remote site needs to expand that information and create
a similar process. Finally, the remote site can resume execution of the process
remotely. In both cases, additional ongoing communication costs apply whenever
a reference is made to resources remote to the execution site.

There is very little knowledge of the costs associated with these remote tasking

operations. There exist some effort to understand potential load balancing costs



and gains [DeSoGerl84,87], [TanTowWol88], [Eagl.azZah88]. We can note at this
point that it is clear that a priori process assignment carries more immediate
potential, as costs are smaller, and control will be easier. Real time process
migration for load balancing is far more difficult to control, and will carry more

expensive overhead price tags.

3.4 The Challenge of Analyzing SEASnet

SEASnet is a marriage of a large heterogeneous distributed system and a large
academic application. Both issues are complex on their own right, and make the

analysis of SEASnet an extremely challenging undertaking.

3.4.1 System Complexity

The architecture of SEASnet is unique. There are very few systems of similar
flavor in academic installations. In fact, construction of heterogeneous systems
of comparable size and degree of heterogeneity has become a trend setting goal
for several campuses and research institutions. SEASnet consists of multiple
vendor, multiple model backbone architecture, as well as multiple vendor multiple
architecture workstations. In addition to the hardware heterogeneity, software
systems present a significant degree of heterogeneity, as Locus oriented backbones
are communicating with DOS flavor workstations. The DOS workstations are
running a multitude of DOS applications. These applications generate network

communication with the Locus backbones, in particular with their distributed



file system.

The inter dependencies among system resources are very complex. Network
communication, I/O bottlenecks, processor computation are contended for, as
well as software modules, data, and other devices. Clearly, it is impossible to
include all system parameters in a performance model for SEASnet. Hence, the
art is to identify the most significant governing parameters, and take those into
account. Hence a modeling effort might have several levels of granularity. We

shall start with the highest level of system view.

3.4.2 Pace of System Enhancement and Expansion

SEASnet is an ever evolving system, as it consists of a novel distributed sys-
tem which is undergoing continuous modification. As new enhancements are in-
corporated into SEASnet, new software releases are installed, and new hardware
modules are integrated. In the way of hardware, new communication interfaces,
new I/O channels, new workstations, and even new processors are received by
SEASnet. In the way of software, new Locus releases are installed as they be-
come available, and new system utilities and applications are acquired or created
in house.

It is important to note that at each given point in time in the experimen-
tal side of our research, we were working on a particular system configuration.
While that particular configuration might have had some imph‘cation. on results

obtained, we tried to emphasize the generality of our findings and their applica-



bility to heterogeneous systems in general.

3.5 Summary

This chapter provided us with a description of the SEASnet environment.
SEASnet is the major testbed for our performance work, which is detailed in the
core of this dissertation. We described the educational goal of SEASnet as well
as 1ts architecture and its major design philosophies. The various heterogeneous
properties of SEASnet were highlighted, as well as points of novelty, pertaining
to both hardware‘ and software issues. We have presented the difficulties in
contemplating a performance analysis of SEASnet, due to its complexity. We also
indicated that an ultimate driving goal for this research is our desire to be able to
improve system wide resource utilization through better resource management.
Load sharing, configuration synthesis, and other task and resource assignment
issues would be the ultimate beneficiaries of better understanding of SEASnet
like systems.

In the next chapter we shall study the user community of SEASnet. This will
improve our understanding of the load model which is utilizing SEASnet on a
daily basis. Later we employ this user model as input to a general system model,
and obtain performance results. We proceed with the study of the SEASnet user

model.



CHAPTER 4

The SEASnet User Model

In this Chapter we shall study the characteristics of the SEASnet user com-
munity. This study is an instance of a general methodology for load pattern
determination for heterogeneous distributed systems. The work is a combination
of parametric evaluation and experimental measurements.

The user community of SEASnet consists of mostly students taking courses, as
well as Faculty and research staff conducting research!. Our goal is to determine
the driving qualities of this user community, so we can construct a good model
for user activity. It is important that we keep this model as simple as possible,
and at the same time retain its first order behavior. We would also like to obtain
a modular description that could be adapted to various user situations and future

changes.

4.1 The SEASnet User Community

The vast majority of the SEASnet user activity is derived from project work
that is done by the students taking classes in the School of Engineering. There

are several thousand students using SEASnet during every academic year. Each

IMany research projects have their own labs and computing resources, so SEASnet resources
are less taxed by research activity
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of the students has quite a few homework assignments, and usually at least one

large project.

4.1.1 Major Usage Modes

SEASnet is accessible to users via two main modes. Access is provided to in-
teractive Unix applications, as well as to PC-Interface (PCI?). PClis an operating
system bridge that provides transparent file service between heterogeneous hard-
ware servers running under UNIX/LOCUS and PCs running under DOS. Since
our main interest is vested in heterogeneity of distributed systems, we chose to
emphasize the PCI aspects of the service provided by SEASnet. It should be
noted that the vast majority of SEASnet service at the time of this study (1987-
1988) indeed consisted of PCI service. Figure 4.1 shows SEASnet’s subset of
interest to us, namely the backbone servers running LOCUS or AIX/370 and the
PC classrooms which are served by SEASnet via PCIL.

When PCl is used from a PC, the user logs on to the server, and has transpar-
ent access to files stored on the so called network drive (E:). Whenever remote
files are accessed, the local and remote PCI servers communicate, and transpar-
ently provide the requested service to the user. This is done as if the request was
issued to a local resource, such as the local hard disk (C:), RAM disk (D:), or a
floppy (A:,B:).

Our main interest is to determine how central resources are being taxed, as

?PCI is a trade mark of Locus Computing Corporation (LCC)
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PCI is doing its tasks under the covers. In order to accomplish this task it is
imperative that we study the demands that the user community is exerting on

the PCI machines.

4.1.2 Applications Used

SEASnet is a mirror image of the engineering computing scene in the real life.
The various classes taught are a representative sample of the various engineering
specialties. Figure 4.2 shows a typical list of instructors that participated in
SEASnet supported classes recently. It should be noted that a diversified course
discipline is represented in this partial list. The associated Faculty are from
Civil, Electrical, Mechanical, Aerospace Engineering, as v#ell as from Computer
Science. Additional pertinent information appears in Appendix B.

Therefore, there are many software packages which are licensed to SEASnet,
and are used by the various Faculty during instruction. These would typically
be PC-DOS compatible applications, which would be run on the PCs in the PC
classrooms. The applications would be stored on the Backbone Servers, and
brought over via PCI. Sometime these applications would use large am§unts of
data which would also be retrieved off the Backbone Servers.

A different task class that student were asked to perform involved not only use
of canned applications, but also writing their own software. This could be either
a stand-alone program or a program which is part of yet another large application

provided by SEASnet. In this case the students would use software engincering
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Neethling CE15B Winter 1988 ~*
Pfeiffer CE106A Winter 1988
Fourney CE130F Winter 1988
Selna CEl42 Winter 1988
Felton CE189 Winter 1988 ~
Felio CEZ221 Winter 1988
Dong . CE235B Wwinter 1988
Felton CE240 Winter 1988 ~
Dracup CE250A Winter 1988
Dracup CE250B Winter 1988
Stenstrom CE253 Winter 1988
Neethling CE2553A Winter 1588 *
Manousiouthakis CH138 Winter 1988 %
Manousiouthakis CHZ239A1 Winter 1988
Kay/Wong (TA) cs12 Winter 1988 *
Jefferson Ccs111 Winter 1988 %
Bargodia CsS131 Winter 1988
Cardenas Cc5141 Winter 1988
Rennels CS152Aa Winter 1988
Klinger CS1l61 Winter 1988
Dyer C5163 Winter 1988
Aoki csl7¢0 Winter 1988
Parker Cs239 Winter 1988
Tyree Cs258BC Winter 1988
Flowers CS264A Winter 1988 *
Hillestad EE103 Winter 1988
Jacobsen EE136 Winter 1988 *
Jacchsen EEZ236B Winter 1988 ~
Wilcox MAl1SOA Winter 1988
Dinavari MA1l54A Winter 1988
Yam/Youn {TA) MA171A Winter 1988 *
Friedmann MA269B Winter 1988

o o T S e R o S

* - Instructor or TA was interviewed w.r.t,. this course.
A - Instructor was interviewed but not w.r.t. this course.
% - SEASnet accounts were not used for this course.

The PC’'s wrer used as stand alone devices.

Figure 4.2: SEASnet - Instructors and Courses for Winter 1988
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packages, such as compilers, linkers, debuggers etc. This was a predominant
mode of operation for Computer Science classes. Appendix A contains a list of

software packages licensed to SEASnet.

4.2 User Load Patterns

User loading is very dependent upon the engineering discipline, class taken,
software package nature, as well as user education and computer literacy. The
scope of user application is extremely wide, and ranges from Scheme program-
ming to Propulsion Analysis. In fact, there is so much variation in the nature
of the applications themselves, that we had to make some important technical
judgements at this point to obtain a correct approach that would render our
problem tractable. Since the computations themselves are done by the PCs, we
focused our interest on the services provided by the network, namely remote file

service,

4.2.1 Local and Remote Resources

PCI users use the PCs for all their computation needs, as DOS applications
are exclusively utilized. Hence, local CPU use by the PCs is similar to other
standalone DOS settings. Our interests are focused on the network service that
PCI is rendering to the PCs. In fact, when users access their Network Drive
(E:), is when our system becomes interesting. In these instances the network is

accessed, and central resources at the backbone servers are put to work.
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Whenever user obtain software from central resources, central service and
network traffic are generated. In order to be able to account for user behavior, we
had to get a realistic picture of the actual user demands of the central resources.
These demands depend not only on the specific application, but also on user

techniques and familiarity with the system.

4.2.2 User Skill and Literacy

The degree of user familiarity with SEASnet is variable. Many users are
familiarizing themselves with DOS as well as with PCIL. Such users are far less
aware of remote resources as opposed to local resources. They use drive E:
transparently, and do not obtain local copies of software and data onto their
local hard disk (drive C:).

More experienced users realize that applications get run slower when used
from remote resources, especially under high system load in peak times. These
users localize data as much as possible, so they become less dependent on central

service.

4.3 Estimation of User Load

In order to assess what particular users are demanding of SEASnet’s PCI
service, we devised several approaches. On one hand, we wanted a global picture
of the tasks that are to be handled by SEASnet as an instructional tool. On

the other hand we wanted to sample actual network traffic that is handled by
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SEASnet at various times. We have decided to combine these two approaches,
as they are complementing in nature. In this section we will describe the global

approach. In the following section we will emphasize the measurement approach.

4.3.1 Variations in Computing Needs

This part of the work consists of an in depth understanding of the comput-
ing assignments that the faculty of the school have assigned to their students.
This work is described in more detail in {Segal88]. The idea was to inquire the
various instructors as to the nature of their teaching and required projects and
assignments.

It turns out that the various disciplines within the schools have different

requirements. Let us look at the various applications studied:

1. Water Resources classes - involved solution of field problems, described
by Partial Differential Equations. Specialized software packages as well as

spreadsheets were used for solutions of water quality problems.

2. Artificial Intelligence - classes used Scheme programming and Lisp. Major

software construction effort. PC-Scheme obtained from servers.

3. Jet Propulsion Classes used canned software to evaluate Propulsion projects.

Programs were stored on the servers.

4. Fluid Mechanics - mostly field problems, canned software was used. Dis-

tributed by Floppy discs.
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5. Stochastic Control - Matrix algebra manipulation. Canned programs were

stored on SEASnet servers. These were large executables, about 360K.

6. Dynamic System Control - parametric evaluation of dynamic systems were

carried out by large canned software programs.

7. Structural Design - use of canned software to evaluate stress, strength and
other design parameters. Canned software stored on Backbone Servers.
Compiler and linker stored locally. Small assignments were given as well

as a large project. Short routines written by students.

8. Introduction to Computer Science - C and PC-Scheme used to write pro-
grams. C compiler resides locally on PC, Scheme is on net. Most students

worked on Network drive. Intensive writing and debugging efforts.

9. Data Structures - most of the work here was on Turbo Pascal. This software
is locally installed on the PCs, and the network was utilized primarily for

assignment and date distribution as well as e-mail.

10. Numerical Computing - Large object modules were provided throﬁgh the
Backbone Servers. Students compiled and linked short procedures to larger
Linear Solution packages. For the large projects 300-500 lines of code were

written by the students.

The actual information obtained was far more detailed, and Appendix B

contains some more of this detail. We present in Figure 4.3 a smple of the data
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more of which was collected during the course of this work.,
We shall now concentrate our attention to the derivation of the user model

from such data.

4.3.2 Instructors and Students

The instructors in the school were surveyed with respect to the workload, and
access frequency that the users were using the central resources. The correspond-
ing file sizes, the user literacy and resource localizing were taken into account,
as well as course frequency and user population.

In the process of data gathering, we addressed not only instructors, but also
Teaching Assistant and some Students as well. This was done to obtain additional
insights and data points to tune our assessments.

We have reduced the detailed data to obtain average expected rates of net-
work communication and central server demands. Figure 4.4 shows us the kind
of data gathering that was required in order to obtain our global traffic require-
ment numbers. In fact, the average expected traffic according to instructor’s
expectation was in excess of 20 K/Byte sec. We shall see that this is higher than

actually measured off the network.

4.4 Measurements of Communication Traffic

In addition to the ongoing efforts of global data gathering from the users,

we decided to sample SEASnet traffic at various points in time. The measuring
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SURVEY OF SEASnet USER MODEL
Interview Summary with Inswructor Who Used SEASnet in Classrom

Instructor: Professor Johannes B. Neethling
Department: Civil Engineering

Interviewer: Geri Segal

Dare: February 24, 1988

General comments:

1.

The professor uses SEASnet as a file server for the programs run in the course.

2. None of the work for any of the courses involved programming. In all cases a packaged
program was used; ¢ither one purchased from the outside or one writien in-house.

£ All programs were stored in the class directory on the backbone file server, and all work
was done on the E: drive untess noted otherwise. No instructions were given 1o students
10 copy programs over to the C: drive and run them from there.

4. Except as noted (viz. CE 184D), none of the classes were taught in the Classroom Labs.

5. In general, the professor did not encounter problems with response time on the nerwork.

Course: CE 184D (now 155) - Water Quality Conmol Systems

Quarter: Fall "85 and '86

No. of Students: 25

Hrs/wk in Lab: 8 in Classroom Labs

Comments:

1. Packaged Brograms were used during classrom hours. These programs were stored as ex-
ecutabie files (about 28 K bytes) on the E: drive and invoked approx. 2 times each class-
room howr. They were interactive, menu driven programs.

2. In addition to the classroom exercises, 4 assignments were given during the quarter con-
sisting of using packaged programs of a similar size in a similar manner, An estimate of
2-3 hours/assignment was given with the program being invoked about 5 times per as-
signment.

3 Lecture was taught in computer classroom.

Figure 4.3: Sample Data Obtained from Instructor Regarding Expected SEASnet

Usége

Neethling - Page |
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software was placed centrally, at the backbone server. This way we obtained
traffic information generated by the entire user population.

The collected data contained information about specialized pci packets that
were transmitted over the PCI links. That way we could study actual network

use by the user population.

4.4.1 The PCI Protocol Logging

Logging the operation of the DOS-SERVER on the backbone server machine
produces information regarding the type, size, and frequency of the PCI messages
that are traveling on the network. Figure 4.5 is an example of such logging
information.

Collecting this type of information at various times in the quarter has led us

to the following key observations:

1. Users transmit large files sporadically, mainly at session start

2. Some users carry sporadic communication throughout the session

3. Some users continue large file transfers

4. Many users have long idle periods with respect to network service. This

might be also due to intensive local computation on the PC.

5. Traffic has high variance, with average of 4-6 Kbyte/sec.



Got request=2 mmesssssssssem=——- 2~CREATE ===~
hdr: ces 0; req 2; stat 41l; seq 144; drvNum 0; mode: 0
...: t ent 33; b_cnt 16350; inode 0, date 0; time 0; pid 11076
C: fdsc 0; f size 77; offset 608; pattern 0x20103; atetr 0
ascii: \U\SEASGRAD\CS\BETSER\TIMEEC.BAT<00>
create: \U\SEASGRAD\CS\BETSER\TIMEEC,BAT pid 0x2b44 mode 0 attr 0
hdr: res 0; req 2: stat 41; seq 144; drvNum 0; mode: 1
...: t_cnt 0; b_ecnt 0; inode 278; date 4222; time 30501; pid 0

.t fdsc 0; f_size 0; offset 0; pattern 0; attr 0x20

Sending >> >>»>CREATE Response (0 SUCCESS <<<<

Got reguest=3 s ese——s—en——— ~5~NEW_CLOSE —=--~
hdr: res 0: req 5: atat 41; seq 145; drvNum 0; mode: 0

...t t_cnt 0; b _ent 16350; inode 0; date 0; time 0; pid 11076

...: fdac 0; £_size 77; offset 608; pattern 0x20103; attr 0
new_close: fdsc 0 size 44

hdr: res 0; req S5; stat 41; seq 145; drvNum 0; mode: 0

...3 t_cnt 0; b_ent 0; incde 0; date O; time 0; pid O

ve.1 fdsc 0; £_size 0; offset 0; pattern 0; attr O

Sending >> >>>>NEW_CLOSE Response 0 SUCCESS <<<<

Got requestsls =0z @ | ==eoo-o--o-o-o- —=w=~18~NEW_OPEN ~---
hdr: res 0; req 18: stat 41; seq 146; drvNum 0; mode: 1

N t_ont 33; b_cnt 16350; inode 0; date 0; time 0; pid 11076

vee: fdac 0; £_size 77; offaet 608; pattern 0x20103; attr 0

ascii: \U\SEASGRAD\CS\BETSER\TIMEEC.BAT<QO0>

new_open: \U\SEASGRAD\CS\BETSER\TIMEEC,BAT mode Oxl plid O0x2b44 attr O
hdr: res 0; req 18; stat 41; seq 146; drvNum 0: mode: 1

...t t_ent 0; b_cnt 0; inode 278; date 4222; time 30501: pid 0

...: fdac O; £_slze 0; offset 0; pattesn 0; attr O0x20

-t

Sending >> >>>>NEW_COPEN Response (0 SUCCESS <<<<

Got request=40 S 40~DEVICE_INFQ_C ==-=
hdz: zes 0; req 40; stat 41; seq 147; drvNum 0; mode: 1

: t_cnt 33; b_cnt 16350; inode 0; date 0; time 0; pid 11076
...: fdasc 0; £_aize 77; offset 608; pattern 0x20103; attr 0
ascii: \U\SEASGRAD\CS\BETSER\TIMEEC.BAT<00>
deviceinfo: fdac 0
hdr: res 0: req 40:; stat 41; seq 147; drvNum 0; mode: 64

.t t_cnt 0: b_cnt 0; inode 0; date 0; time 0; pid 0

fdsc 0; f_size 0; offset 0: pattern 0; attr 0

Sending >> >>>>DEVICE_INFQO_C Response 0 SUCCESS <<<<

Figure 4.5: Example of Collected PCI Logging Information
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4.4.2 Assessment and E\}aluation of Network Utilization

Combining the information obtained through both techniques, we obtain the

following conclusions:

1. Traffic on SEASnet is highly variable

b2

A tendency for specific behavior patterns was observed

3. Lower utilization than predicted was observed. Users tend to depend more

on own media.

4. Centralized service could be utilized to a higher degree

4.5 Derivation of the Three User Classes

The study and the measurements we performed, led us into the definition of
three distinct user classes that together have the ability to describe most usage
scenarios. The user classes describe the range of very intensive PCI service to
very light traffic usage. The idea is that the combination of users of the various
classes will describe the usage patterns that are of interest to us, and thus could
be used as inputs to the performance model. Various combinations of the user
classes could also be used to simulate user load on SEASnet for the purpose of

conducting measurements under changing user loads.
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4.5.1 Communication Intensive (CI)

This is an intensive data transfer from the server to the PC, at the maximum
rate that the system will permit. Technically this is accomplished by continuous
(infinite} transfer of large files. This is the most a user can get out of PCI service.
Surely there could be only very few users with such high demands, but is is an
important limiting situation to study. We shall elaborate on this in Chapter §

and the rest of this Dissertation.

4.5.2 High Interactive (HI)

This is a limiting situation for a super intensive interactive session. Such
session consists of a 20K file transfer back and forth, 3 remote directory lists
executed continuously, without local user think time, This again is somewhat
unrealistic user load, but it can test the system capacity under such heavy load,

and be used as a building block for given user loads.

4.5.3 Interactive (Int)

This is a reasonable session with operations identical to the High Interactive
class. The big difference is that think times of 60 seconds are added to the remote
operations described above. These think times correspond to actual user think
time, as well as PC-local operations such as compilation, execution, etc.

The actual definition of class Int is as follows :

1. List remote directory
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2. Read 20K file from backbone server

3. 60 sec think time

4. List remote directory

5. Write 20K file on backbone server

6. List remote directory

7. 60 sec think time

Class HI is similar, but without the think times.

4.6 Summary

In this Chapter we have reviewed user operations and behavior with respect to
PCI service on SEASnet. We have described our observations and studies of the
user community, and how it can be characterized for the purpose of modeling.
We have shown what measurement on SEASnet have obtained, in the way of
actual traffic and demands experienced by the central resources.

We then combined the various observations into a dynamic and modular
approach that allows us to compose various user loads, with 3 types of user
classes we have derived.

We shall use these results in the rest of the dissertation for the purposes of
conducting further measurements, constructing a general SEASnet model, and

synthesis of future networks.
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CHAPTER 5

System Performance Measurements and Observations

This chapter contains the bulk of the experimental contribution of our work.
The process of analyzing and modelling requires technical knowledge of the sys-
tem at hand. Not all parts and modules of the system wher open and available
to us. We did conduct an extensive measurement plan, that evolved with the
model design, as well as system growth and enhancement. We note that this gen-
eral methodology applies to other instances of experimental performance work,
particularly in the cases where a a real system is analyzed.

In order to build a performance model for SEASnet, system parameters
needed to be measured, and system behavior had to be monitored. We have
conducted several experimentation sets prior to and during model construction.
First, we measured a homogeneous O/S - Locus exclusively across the net. We
then proceeded to our target heterogeneous system - SEASnet, consisting of Lo-
cus backbones and DOS clients. This chapter reports these measurement results,

and provides thrust and motivation for the analysis that follows.
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5.1 Measurement Approach

The initial set of measurements was designed to give us performance measures
and a good design intuition for the system under investigation. We therefore
devised a set of operation scenarios, since it was important for us to acquire
performance bounds in order to proceed to the modeling phase of the work.

It is important to understand that the presentation follows the chronological
development of the project as we witnessed it evolve. At first we started with
a system that was most familiar to us, i.e. the AT/VAX network. This was
the first instance of demonstration of Locus operating across very different ma-
chine architectures. The experimentation was carried out on a research network,
rather than on a stable production net. These initial measurements gave us an
interesting set of results, as well as a feel for some of the problems at hand. How-
ever, we progressed on to the more interesting setting of heterogeneous operating
systems on top of machine heterogeneity. This presented far higher potential for
scaling and growth, as well as a forward step with the evolving technology sup-
porting SEASnet. This will also coincide with future research directions, that are
evolving, as SEASnet and other environments are continuously enriching their
hardware and software capabilities. We note here that major modeling emphasis
was given to the heterogeneous SEASnet paradigm.

It should be emphasized that the process of modeling evolved as the mea-

surements progressed, and our knowledge and understanding were growing. In
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fact the iterative process of model design and refinement took place as the ex-
perimental part of cur work was proceeding. Hence, for presentation purposes
we separated measurement from modeling, but we keep in mind their close rela-

tionship in our work.

5.2 Measurements on PCs/Backbones Running Locus

This is an introductory phase of the measurement phase. The hardware used
was heterogeneous as both PC/ATs and VAX750 backbone machines were used.
However, the operaﬁng systems were homogeneous, as Locus was used across the
network. We shall first present results pertaining to Locus/AT performance as
supporting up to seven terminals of interactive work. We than present perfor-

mance of networked ATs and VAXen running homogeneous Locus.

5.2.1 The Load Presented to the System

Various benchmarks have been constructed to test system performance. The
common denominator to all is that they simulate user behavior in an intensive
fashion. If people are convinced that the system under examination was subject
to load patterns which are characteristic to the environment, they will trust the
measurement results.

Indeed, the load configuration is a key issue in the composition of a reliable
system model. We feel confident here at UCLA in representing a typical academic

load. In fact, we have instrumented a LOCUS environment to monitor and
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Figure 5.1 - Frequencies for Most Heavily Used Unix Commands at UCLA

Command | Function Frequency
Is list a directory 11.9%
vi edit a file 8.7%
cd change directory 8.5%
more incrementally list a file 7.5%
rm remove a file 3.3%
dirs show directory stack 2.6%
jobs dlsp_lag background job list 2.6%
fg run job in the foreground 2.2%
make compile a system 22%
rep search a file for string 2.1%
nger show users on system 1.9%
cp make another copy of file 1.3%

Figure 5.1: Frequencies for Most Heavily Used Unix Commands at UCLA

measure user activity [ShelPope86]. We have found that the user community has
a strong tendency to use a specific set of commands and programs. This general
result is a classic one, and has been shown in [Zipf49]. For a LOCUS operating

system we have experimentally found the frequencies shown in Figure 5.1 under

daily operation.

Based on our measurements, we have constructed a set of command-scripts as
our base benchmarks for the current study (Figure 5.2). We have used these in
our initial measurements with a single PC/AT and an AT backed up by backbone
processors. We have also developed some I/O intensive scripts (Fig 5.7,5.8).

These were composed as we believe that I/O performance is an important system
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metric. We have used these scripts for AT to backbone measurements, as well as
to backbone to backbone measurements. We shall present these results in section

5.2.3 below.

5.2.2 PC/AT 4 Terminal Traffic

For the initial measurements, we have compiled user execution scripts. These
scripts are to be executed at the corresponding execution probabilities presented
in section 2.1 above. The user scripts include usage frequencies, and user think
times, in addition to the actual commands to be invoked. Figure 4 lists the 12
scripts we used. The scripts can be executed at variable user typing speed. For
the results reported below we used a typing speed of 10 characters per second.
This is the simplest configuration possible. The initial measurements were com-
pleted on an IBM PC/AT running LOCUS. The AT was equipped with an 8-port
Hostess Board!. The 8 users were simulated by a DEC Vax 11/750, which was
running 8 user simulation processes (Figure 5.3). The user processes communi-
cate (through the Vax’s multiple serial ports) with the ports on the AT, thus
simulating users on terminals. Each user process invokes user command scripts
in assigned frequencies by the respective user processes.

Figure 5.4 below shows the elapsed time for ecach of the 12 scripts executed.
This result is shown for 1,2,4, and 7 users on an AT. We note the increase in

elapsed time with the increase in user population. This increase varies from

!Made by Control Systems, Minnesota and attaches to a serial board slot
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twice to three times of elapsed time for 7 users compared with a single user. We
note that these times include user think time and typing time as per Figure 5.2
above. In Figure 5.5 we have aggregated the elapsed time to execute a suite of
command scripts consisting of 100 randomly selected script executions, at the
specified execution probabilities. We note that an average increase of 2.5 in
elapsed time is incurred, when population increases from 1 to 7 users.

The last set of measurements performed on a single AT consisted of I/O
bound experiments, namely file duplication (cp). These were done directly on
the console of the A’I‘ involved using the csh time facility. Files of 670 KBytes
were copied on the ATs hard disk (MAXTOR 1085). Figure 5.6 shows the nearly
linear increase in response time of these non-interactive (batch) tasks. When 4
interactive users are added to the machine load, execution time increases, espe-
cially for the highly loaded situations, when many batch jobs run concurrently
on that machine. These measurements provided a baseline for the I/O intensive
experiments that were run on the backbone supported configuration.

We can summarize our results as follows: it is relatively easy to load an AT
with computationally intensive jobs, such that interactive response time increases
beyond several seconds, for the multiuser situation being studied. This indicates

that addition of backbone servers carries potential merit.
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5.2.3 Multiple ATs and Backbone Servers

The study of this configuration gives us an interesting view of the computa-
tion support that a backbone servers provide to PCs. Many load balancing issues
are involved [SouzGerl84}, as well as tasking protocols between workstations and
servers. There have been ongoing debates on the advantages and disadvantages
of independent but slower local storage devices versus fast centralized ones [Laz-
ZahZwa85]. Our experimental work started with the addition of a VAX 11/750
and/or an IBM 4361 server to the multiuser LOCUS PC/AT configuration.

We conducted the I/O intensive experiments on the backbone and AT con-
figurations. We were submitting copy file commands to various permutations
of Storage Sites and User Sites. Load on all the machines was low during ex-
perimentation. Examining Figure 5.7 below, we note that there is a distinct
difference between process execution on the originating site or receiving site. Ex-
ecution on the receiving site is always faster, as read ahead and caching demand
driven protocols are being utilized. Transfer of 670K files among machines took
between 12 seconds and 43 seconds depending on machine speed and I/O de-
vices. In some extreme cases this transfer takes several minutes. That happened
only for some cases were the originating site runs the process. Similar behavior
was observed when running equivalent experiments on IBM backbone servers on
SEASnet. Figure 5.8 demonstrates file transfers of 1Mbyte in size. We were using

4361 (Thor) and 4381 (Odin) for these experiments. For the 4361 —— > 4381
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route, transfer completed in 5 minutes while executing? on the 4361. When exe-
cuting the exact same command on the 4381, the transfer would complete in 44
seconds for the first time, and in a swift 5 seconds thereafter. This phenomenon

was eliminated in 1988 release of Locus, as network protocols were enhanced.

5.3 Measurements on Heterogeneous H/W and O/S Configuration

This phase embarks on the more challenging aspects of studying heterogene-
ity. We have here not only different hardware on which the servers and clients run,
but we also have heterogeneous operating systems running on the heterogeneous
hardware. This environment is encapsulated by SEASnet, the School of Engineer-
ing and Applied Sciences Network. It is important to note that SEASnet is an
ever evolving environment, and undergoes numerous improvements, expansions,
and enhancements throughout our measurement phase. Some of these changes
will be described as their effect on performance is observed. Also, SEASnet is
our largest distributed network. It allows us to scale up to several dozen ATs
(DOS/PCI) supported by 9 backbone machines running Locus. This architecture
is described in Figure 5.9.

The user model was applied as input to SEASnet in several ways. As the
heterogeneous loading to SEASnet occurs primarily by the PCs running DOS,
and communicating with the LOCUS backbone servers. These PCs are used

for course work by the students. Based on the fact that students access the

2on thor time cp /thor/tmp/ascii /odin/tmp/ascii
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central files through the network periodically, we have composed the user classes.
Class Interactive (Int), for example, stimulates sporadic access, common command
execution, along with user think time.

At the same time, bounds on performance where sought, and Communi-
cation Intensive (CI) work was studied. these bounds teach us about system
bottlenecks, and facilitate parameter extraction for the purpose of model con-
struction. Benchmark files with 1MBytes of data were used to do most of these
measurements. Measurements were done off hours, when no class service was
being rendered and no other system load was present. This insured accuracy
and reproducibility of testing conditions.

Since our main concern was in the heterogeneous part of the system, we were
most interested in evaluating the operating system bridge. In our case we used
the PC-Interface, although the methodology generally applies. We connected as
many sessions as we liked to the network resources in question. Connections were
made to specific backbone machines depending on the desired system configura-

tion we wished to study.

5.3.1 Loading of Individual Backbone Servers

The goal in this phase of the measurements was to quantify the quality of
file service that a backbone can deliver. We defined three classes (categories) of
measurements in accordance with the results in Chapter 4. The Communication

Intensive {CI) category consists of massive data transfer across the network. This



heavy pounding on the operating system bridge teaches us about the ultimate
bounds we might expect in the way of inter O/S transfer rates and overall system
throughput. The High Interactive (HI) class consists of continuous executions
of interactive commands such as list directory and copy medium sezed file. The
Inteactive (Int) class consists of user think time (60 sec) interleaved with inter-
active commands such as in HI class. This is explained in more detail in section
4.5.

We have tested 3 server types under these conditions. Two of the servers
were IBM4381 and IBM4361. The third server was a VAX 750. All servers were
running Locus. All clients were ATs rﬁnning DOS. Connection was accomplished

through the PCI protocol.

5.3.1.1 Communication Intensive (CI)

The sessions were transferring 1MBytes files from a disk on the Backbone
to the hard disk on the PC. This was done in a continuous fashion, such that
infinite capacity data transfer would result. The transfer time for a 1MByte file
was used as a standard performance yardstick. In fact, we have standardized this
benchmark to measure system response in other load situations (interactive and
HI sessions, for example).

The results are presented as sets of 3 plots for each experiment set. As a

function of the number of sessions we describe the following :

1. Transfer time for IMByte of data (seconds)
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2. Individual session throughput (KBytes/sec)
3. Global network throughput (I{Bytes/sec)

The IBM4381 Demonstrated the best maximum global throughput capacity,
as is demonstrated in Figure 5.10. The Vax 750 demonstrated a 77 KByte/sec

max throughput (Fig 5.11), and the IBM4361 supported 51 KBytes/sec (Fig

5.12).

Other important observations are that the VAX 750 had a fast rise into its
maximum global throughput, whereas the IBM machines had a continuous longer
rise with respect to the number of sessions. The maximum number of supported

sessions was 20 for the 4381, 18 for the 750, and 10 for the 4361.

5.3.1.2 Interactive Sessions (Int)

In this set of measurements we have introduced session load that represents
actual student load. The student light interactive load was simulated by the

following command seript:
1. list remote directory
2. get 20KByte file from server
3. wait 60 seconds (Student think time, local PC processing)
4. list remote directory

5. wait 60 seconds (Student think time, local PC processing)
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6. send 20KByte file to server

7. list remote directory

Several sessions were operated on the machine under consideration, and a
single session of the 1IMByte benchmark was run to sample system performance.
Clearly, the number of sessions that any particular machine could support is
higher than with respect to the communication intensive case. The corresponding
numbers for 4381 750 and 4361 are 38, 28, and 10 sessions. The results are

presented in Figures 5.13, 5.14, and 5.15 below.

5.3.1.3 High Interactive Sessions (HI)

Experiments along the same lines were conducted after the new TCP/IP
PCI software was installed. More demanding interactive tasks were composed.
These tasks did not have the wait cycles, such that the central resources were
heavily taxed. These highly interactive sessions exhibited no user think time,
such that continued command execution resulted in. Three parameters were
measured as the number of active sessions on the 4381 increased. Namely, we
have measured the suite execution time, the 1MByte transfer on a single session,
and the time to "cat” the password file (108KBytes) to the PC screen. Figures
5.16, 5.17, and 5.18 display these results, along with the maximum obtainable
session throughput for the last two measures.

It is easily noted that the system behaves very well for less than 30 users. At
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about 35-40 users there is a very substantial performance wall in all categories.
response goes way up, available throughput diminishes. It was noted at the time
of measurement, that the 4381 had a substantial number of jobs in the cpu queue.
It is quite clear, that the problem results from memory contention, swapping, and

thrashing, that are consuming cpu and I/O cycles.

5.3.1.4 Idle Sessions

In the most recent version of TCP/IP PCI, good support for idle sessions
has been demonstrated. The IBM4381 was able to carry 60 sessions logged on
simultaneously. This is in contrast with earlier versions which had a tendency to
lose sessions and sometimes crash the backbone machine.

The IBM4361 and the VAX750 could support 12 and 34 idle sessions respec-
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tively.

5.3.2 Loading of Several Backbone Servers

In this phase we have examined the support that could be offered by joining
several backbone servers, to alleviate contention phenomenareported above. The
idea is to use several less loaded backbone machines, and allocate a part of the
work to those machines. In this particular example, 6 VAX 750 were used, and
were each loaded with up to 10 sessions, totaling 60 sessions. We tested two

cases, namely communication intensive and student session load.

5.3.2.1 Communication Intensive

In this case the objective was to find the worst case bound. The results
are presented in Figure 5.19 below. It is evident that the central resources are
delivering far better service. While any single machine could not support more
than 20 communication intensive sessions, we easily achieved 60 sessions. In fact
the total network throughput was over 240 KBytes/sec which is very impressive
considering the fact that it is close to the practical limit of the Ethernet. No

sessions were disconnected and no machine has crashed.

5.3.2.2 Interactive Sessions

The demands from the network/server resources were substantially reduced,

as traffic requirements are very low in the commands suites which include think
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time as well. The results are plotted below in Figure 5.20. Here, too, the 1Mbyte
benchmark was used to measure system performance. It is evident that the back-
bone machines can easily support the interactive student session load without

noticeable degradation in performance.

5.4 Measurements of Internal Performance Parameters

In this phase the communication overhead was monitored for the backbone
servers. The communication delay for two communicating processes was mea-
sured. We present results for processes on either same local server, or commu-
nicating via Ethernet with a remote process. The results in Figure 5.21 are the
round trip delay for a packet containing no data (pure overhead).

It is interesting to note that these pure delays indicate that the single layer
of Locus on the 750 has a light weight overhead that performs better than the
4300 machines in the remote cases. for the local cases the 4381 exhibits faster
process communication, as is expected due to its superior raw computing power.
These communication figures explain many of the global results reported in this
chapter.

We also note that for the first time we present a comparison with more recent
results, measured after May 1988. These results correspond to AIX /370 release
0.0. The eatlier results are designated as pre-0.0. It is apparent that the 4300

architectures have increased performance for the new version of the operating
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system.
In the next section we will revisit additional pre-0.0 measurements and com-

pare them to the recent AIX/370 0.0 performance.

5.5 Comparisons with a New pre-Release of AIX/370

In the process of conducting our research, the system was evolving, as it
has been under intensive development effort by the developers® We have noticed
earlier in the chapter that some changes corresponded to Ethernet interfaces that
were changed early in 1988. In this section we report how the introduction of a

new release affected performance figures we have measured.

5.5.1 Communication Intensive (CI)

This user class received considerable attention, as we use it as a general
yardstick for performance measurements among other classes. Hence we shall
look at a case of backbone to backbone CI performance, as well as the traditional

PCI work.

5.5.1.1 Backbone Internal

Here we have measured the maximum throughput that was obtained, as 1MB
files were transferred among various backbones. These results are presented in

Figure 5.22. The results are presented in terms of cold and warm caches, as read-

3Locus Computing Corporation under contract from IBM
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ahead and other sequential optimizations result in better throughputs than the
first time around. We note that throughputs of 50-120 XB/sec were obtained
for the 4300 machines. Previous problems with hanging and exceedingly low

throughputs were indeed eliminated.

5.5.1.2 PCI-to Backbone

This set of experiments presents a wide variety of comparisons among the
three backbone architectures under consideration. We present here only the
final throughput figures, skipping the intermediate derivations. in Figure 5.23
we include the maximum CI throughput for the 4300s and the 750. We note
increased stability and capacity to support sessions on the part of the 4300. The
750 suffered decrease in performance which is attributed to the tuning of AIX to
support the 4300 architectures. Figure 5.24 presents the relative performances of
the three machines before and after the introduction of release 0.0. It is evident
that the 4361 is now superior to the 750, as the new release supports better the
370 architecture. We conclude this section with an overlay of all 6 measurement
sets (Figure 5.25), to present the relative behavior of all experiments with respect

to each other.

5.5.2 Interactive (Int)

In this part of the measurement effort we study the Interactive (Int) class

of users, before and after the introduction of release 0.0. The interactive class
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is a very typical as far as SEASnet users are concerned. The metric we employ
here is the delay incurred in a 1MB transfer - our global yardstick. We present
in Figure 5.26 the comparisons for all three machines. We note that the 4300
exhibit increased stability at high session numbers. The 750 performance has
diminished, similarly to the behavior of the CI sessions in the previous subsection.
For completeness, we present in Figure 5.27 the overlay of all interactive session

experiments.

5.5.3 High Interactive (HI)

This middle-ground class represents an over-zealous interactive user, that
stretches the system to some bounds, less than CI and more than Int. We shall
present here comparison results for the major PCI server, the 4381. Figure 5.28
demonstrates a comparison between pre0.0 and 0.0 performance. We note that
similar to the observations from class (Int), we found better overall stability as

well as multiple session support for a higher number of sessions.

5.5.3.1 HI with CPU Loading at Backbone

Another recent measurement that we performed with respect to HI sessions
was a combination of High Interactive multiple PCI sessions, concurrently with
backbone loading with non-PCI CPU Intensive jobs. The purpose of such an
experiment is to learn about the cpu demands of the HI job class. We present in

Figure 5.29 the suite execution time with an unloaded CPU, and with a cpu with
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a load factor of 10 (10 jobs in the ready queue). We note that the high cpu load
has a substantial effect on suite execution, with a high variance introduced to
that time. This indeed demonstrates that there exists system overhead consisting
of significant instruction execution by the cpu. This will be reflected in the

observations and modeling efforts that will follow.

5.6 Performance Observations

Keeping the heterogeneous systems focus in mind, the array of measurements
reported in this chapter, conveyed to us the necessary intuitive feel for the systems
under consideration. We have identified the major contention sources, and the
way in which they affect service to the user of the system. Let us elaborate on

some of the important observations :

5.6.1 Process Space Contention

This is a very important phenomenon for any active session. Each connected
session has a PCIL-Server module active on the backbone server. This process
is about 110 KBytes in size. Whenever there is any communication activity,
this process needs the memory space to function. If there is no space available,
another PCl-server will be swapped out to make space. Given that our available
memory is about 4 MBytes on the 4381, this means that only 35 sessions or so
could be supported simultaneously in an effective manner. This is in agreement

with measured results (Figs 5.16, 5.17, and 5.18), and will be a key factor to

91



consider in our modeling effort.

5.6.2 Layered O/S Overhead

The Locus operating system was integrated onto IBM Hardware in an incre-
mental fashion. Many of the lower level functions are still handled by CP-SYS.
which is the low level Control Program that VM370 uses. On top of VM370
there is the SSS Layer. Only then comes LOCUS, on top of SSS. This Layered
structure causes many interrupts to be spawned, whenever O/S functions such
as I/O or communication are requested. This means that processes have to wait
longer for completion of O/S functions. During that time Processor utilization
might be low, as time is spent in idle waits for an interrupt to complete. This
is demonstrated best in The Communication Intensive results for the 4381 in
Figure 5.10 above. We note that the Global throughput rise is flatter than that
of the 750. Only when several sessions are connected does the global throughput
reach a maximum. This is due to the fact that when several processes are around,
there is higher readiness of data in buffers, and there is some process that can
consume I/O and communication data most of the time.

We note that the process communication times clearly indicate that the lay-
ered O/S results in significant communication overhead. Indeed we have seen
in the course of this work that the SSS layer was eliminated, which drastically

improved performance for AIX/370.



5.7 PC Ethernet-Interface Limit

This is a factor introduced on the PCs end. Our equipment is fitted with a
3Com Interface board, through which all Ethernet communication is done. This
hardware exhibits a bottleneck of roughly 25 KBytes/sec. This is, differently said,
the maximum throughput for a single session. This limit can be approached by
intensive file transfer, or intensive communication embedded in an application.
Routine command execution on the network disk or file listings to the screen

amount to only a fraction of this available throughput.

5.7.1 Backbone Server I/O Speed

This factor is influenced more than anything else by the layered O/S struc-
ture eluded to above. We note that even local I/O speed does not exceed 120
KBytes/sec on a 4381, which is less than the raw performance of the 3380 disk

drive.

5.7.2 Ethernet Contention

Rarely could we approach an Ethernet contention situation. That situation
has occurred when several backbone servers were pumping data into communi-
cation intensive sessions. In this case a measured net traffic of 240KBytes/sec
was present. This extreme case tells us that as a first low traffic approximation,

we might fare well by considering the Ethernet to be transparent.
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5.7.3 Backbone Communication Speed

The backbone communication speed was shown to be dependent primarily on
Operating System architecture (Fig 5.21). In fact, a light-weight O/S on a slower
processor performs faster than a fast processor that is covered by a multitude
of O/ layers. The numbers obtained for communication performance, would be

valuable in constructing the details of the queueing network model.

5.7.4 Backbone Processor Speed

This turns out to be a contributing factor in the global performance picture
when considered together with the system overhead. The main reason being that
raw processing power is an upper bound that the user could hope to get. The
services provided by the operating system that make the machine useful to the
user do not come for free. This cost is substantial, and our interest is mostly in

the net performance delivered to the user.

5.7.5 Reliability

Reliability of the heterogeneous system considered here has improved sub-
stantially with the development of the operating system support. At first there
was a noticeable tendency of sessions to timeout and disconnect from the server.
Other times the backbone server would crash altogether. This undesirable be-
havior improved significantly with newer versions of the system and PCI. in 1988

we have experienced more graceful degradation under heavy load for the 4300
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machines. It should be noted that user confidence in the system is directly re-
lated to the reliability and performance as perceived by the user. The user will
demand more of a reliable performing system and vice versa. One of the main
modeling goals is to guarantee that load is prevented from increasing to a point

where system stability is questionable.

5.7.6 Impact on Modeling Phase

The performance measurements conducted helped us focus on the most signif-
icant parameters of the heterogeneous system. We are ready to develop a model
that will emphasize first order effects.

Only once coarse grain results are satisfactory, can subparts of the model be
refined, and more accurate description of the system may be obtained.

We will first model the most significant sources of contention, namely the
layered operating system, CPU and I/O overheads, and process space contention
for PCl-Servers on the backbone machines. The PC customers will be modeled
by their Ethernet interface bottleneck. Other measured effects might be added

in further refined models,

5.8 Summary

We have conducted two sets of measurements on two distinct architectures.
Both architectures were heterogeneous in terms of hardware, as they consisted of

PCs and backbone servers. However, the first system was running homogeneous
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operating systems - Locus for all machines. The measurements on this system
gave us some indication of the performance of an AT running Locus, and led us
to the target and focus of our study - heterogeneity. Indeed, the second system -
SEASnet - consisted of heterogeneous operating system, Locus and DOS, as well
as heterogeneous hardware. This system will draw most of our attention in the
future chapters of this dissertation.

The second set of measurements was used to profile the heterogeneous system
under investigation. We have also acquired a good intuition for the governing
parameters of SEASnet, and we are ready to pursue the next logical step of the
research.

We note that the measurement base that was provided can serve as a basis
for many other modeling efforts. Indeed, we have set out to produce a wide set of
measurement results that can seed other research efforts in the future, In addition

to using many of the results presented in the remainder of the dissertation.

5.8.1 Correlating Experimentation with Analysis and Modeling

The next logical step was to enter an iterative cycle of correlation and infer-
ence drawing from results with respect to model predictions. We then modify
our model and conduct an iterative research cycle to achieve good convergence.
We make notice here that chronologically these steps were overlapping to some
extent, such that the iterative modeling effort recieved continuous feedback from

our measurement effort. Since this task was closely knit with the construction of
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the model, the accuracy of the model was successively improved. We note that
our ultimate goal is the demonstration of predictive capacity accurate enough to

perform system configuration synthesis.
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CHAPTER 6

Model Construction and Validation

In this chapter we shall gather the user parameters we have obtained, along
with system parameters we have available, and construct a model for SEASnet.
The goal is to demonstrate consistency between the model predictions and the
actual system behavior. This task is difficult, based on the fact that the infor-
mation we have on the system being modeled is not complete. We nevertheless
demonstrate first-order compatibility for the level of granularity under consider-

ation.

8.1 The Governing Factors

The system under study, namely SEASnet, is complex, and presents a large
degree of heterogeneity. This is the first attempt to model a SEASnet-family dis-
tributed system to date. Subparts of the Locus? distributed system were modeled
in the past [GolLavPop83], [BetGerPop84). How.ever, our present work involves
the concepts of heterogeneous node architectures as well as heterogeneous oper-
ating systems. In order to get a handle on such a complex set of issues, we reduce

the problem to the minimum bare-bone size set of assumptions and parameters,

1 ocus is the predecessor to AIX/370. It was originally developed on a homogeneous envi-
ronment, running exclusively on DEC equipment (PDP-11 or VAX 750)
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that still describe the behavior of interest in an acceptable fashion.

In the PC-Interface configurations, we consider the backbone clusters, as giant
file servers. Since that is their primary designation, we chose to model factors
which are crucial in that capacity. for example, we consider the file service
rate a primary factor in the modeling scheme. These rates were determined via

measurement reported earlier for the various servers under consideration.

6.2 Available Modeling Techniques

The queueing network is a natural way to describe a network of computation,
communication and I/O resources. Ti1ere can be several ways to map a specific
system onto a queueing network. Additionally, once a model is established,
there could be several ways to go about solving for performance parameters. We
elaborate on this further when we discuss related research in chapter 8. However,
we provide here the necessary context to facilitate following our work.

It is an important model design problem to establish a queueing network that
represents the system under study in a way acceptable to the modeler. It is im-
portant to identify the principal acting forces within the system, and represent
them as servers, with queueing disciplines and service rates that match the ong-
inal system. Second order effects are less important, and might be incorporated
in later, refined, models. We shall describe our particular modeling effort later
in this chapter.

The solution of a queueing network model consists of several alternatives.
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They are analytical methods, and simulation methods.

Analytical methods require that the system adhere to a set of restrictions
and assumption. For example, the network should be product form for some
analyses. Other assumptions with respect to arrival/service distributions might
apply, also depending on the analytic method applied.

Analytical methods are divided into several subset methods. The method
could be exact, i.e. the solution obtains the precise solution for the system.
On the other hand we could be dealing with approximate methods. This is done
when exact solutioﬁs are impossible, or computationally impractical. Simplifying
approximations are made, and a more tractable solution is obtained. One should
be aware that that solution deviates from the exact solution. It is nice to be able
to bound the resulting deviation.

Another modeling enhancement involves decomposition. This is a way to
redefine a complex model into several simpler sub-models. This results in more
tractable sub-solutions. From these sub-solutions the solution for the original
model can be recomposed.

Simulation solutions have the distinct advantage that they are much less
restrictive. One can incorporate non-product form networks, with much more
general customer and server behavior. Solutions can be obtained, without re-
liance on approximations or computationally complex analyses. Accuracy can
be bounded by a confidence interval as desired.

The price for this convenience is in the computational cost of the simmulation.
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When the system becomes more complex, and required the accuracy is high,
simulation costs increase rapidly. Since discrete event simulation uses event gen-
erators to simulate customer and service actions in the network, one has to repeat
these random events many times over to obtain the required avarage performance
values at the requested confidence intervals. We shall see below that we chose
to use this technique to evaluate our model, since our model is relatively simple,

and simulation was the most straight forward way to approach it.

6.3 Owur Modeling Approach

We elected to simulate SEASnet as a queueing network. This choice makes it
possible for us to employ tools, techniques, and modeling packages for the routine
portion of the work. The difficult and creative part is to construct a good model,
based on important behavior observations and assumptions we make.

The model should capture the key system behavior and be as simple as pos-
sible at the same time. Hence, we have the 3 classes of jobs we have defined in
the user model. These are the Communication Intensive (CI), High Interactive
(HI), and Interactive (Int) classes. These classes will define the chains of interest
for the model. The service centers which are most crucial and most contended
for will be the necessary servers that the model shall employ.

In constructing the user chains through the model, we will use knowledge
we have regarding the communication protocols the PCI is using. Again, in the

construction of this key queueing network, we shall emphasize as much knowledge
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T-= —
Server | I/O Rate [KByte/sec]

4381 120
4361 120
750 80

Table 6.1: I/O Service Rates for the Various Backbone Servers

that is obtainable on the system, and strive for as accurate a representation as

feasible.

6.4 Resource Contention and Bound Determination

In our analysis, we emphasized the resources which had the highest degree of
contention, since the bottlenecked areas of a system are the limiting performance
factors. The areas of immediate interest are the cpu servers and the I/0 devices
at the backbone servers. These servers carry a crucial load during file service.

Figure 6.1 shows us the core SEASnet architecture of interest. The backbone
server network serves the entire PC user community, and provides file service
via PCIL. The measured maximum file service rate for the particular servers are
presented in Table 6.1.

Cpu rates were determined by cpu intensive measurements, as well as manu-
facturer’s specifications. The values used are shown in Table 6.2.

The Ethernet card at the PC end was clocked at 25 KBytes/sec, and was a

noticeable limit when only a few sessions were operational.
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SEASnet PCl / Backbone-Server Network

Subset of Inierest for Our Computational Example

PCs running PC-interface
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4381 4381 4381

-—m o oww W o,

o -

Running Locus (pre-AlX/370)

Figure 6.1: SEASnet - PCI / Backbone-Server Network

Server | Rate [MIPS]

4381 6.0
4361 2.5
750 0.8

Table 6.2: CPU Rates for the Various Backbone Servers
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The Ethernet itself was not a limiting resource, as 10 Mbit/Sec is an ample

throughput with respect to the 3 resources mentioned above.

6.5 Construction of the Performance Model

Simulation was used throughout the model construction and evaluation phase.
The reason being that we wanted to be able to compute non-product form models,
exhibiting several customer classes (CI, HI, Int).

To compute the key behavior of our system, we constructed the queueing
network shown in Figure 6.2. This model encapsulates all the major contended-
for resources that were presented a.box;e. A variable numbe; of PCs is presented.
This number corresponds to the number of active PCI sessions, and is also the
number of jobs (customers) in the closed chain queueing network presented.

Communication between the PCs and the backbone takes place on the Eth-
ernet, via Ethernet packets which are 1KB long for file transfer applications. In
a typical file transfer, the PC will request the next packet, and the backbone will
respond by sending the next packet over the Ethernet to the PC.

The operation of the backbone server consists of three sub-operations :

1. Receive request from PC
2. Verify page in memory (fault to I/O read if not in buffer)

3. Send page packet to PC
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Queuelng Network Model for a Server and PCl Sessions
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Figure 6.2: Queueing Network Model for a Backbone and PCI Sessions
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The second sub-operation page faults once every four consecutive requests,
as disk pages are 4K, and PCI packets contain 1K of data. We have also lumped
together sub-operations 1 and 3 into an equivalent cpu service. As an example
for the IBM machines we used 29200 cpu instructions. The VAX architecture
requires fewer instructions, as Locus runs as a native operating system on the
hardware.

Additional effects are added to accommodate HI and Int job classes. for these
jobs we add user think time at the PCs. For HI we use 0.2 sec think time, and
for Int we use 60 seconds.

Jobs of class Int also incur job swapping during their long think time periods.
This overhead is considered as additional I/O overhead.

We also note that variable service rates are incorporated for the cpu and
I/O service centers. This feature of the model supports heterogeneous sets of
hardware such as the ones serving the SEASnet environment.

The service rate at the PC end is limited by the Ethernet Interface card to
25 KByte/sec. Additionally, if intensive screen < utput is required, 9600 baud
(corresponding to about 1KByte/sec) becomes the effective bottleneck.

We proceed with a description of the model simulation and refinement pro-

Cesses.
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6.6 Model Simulation and Refinement

This queueing network model was simulated using RESQ2%. Confidence in-
tervals of 95% were sought throughout the simulations. These evaluations were
carried throughout the process of model refinement and validation. In Figure 6.3
we present a RESQ2 model description. In this example we show the model for
a 4361 running jobs of classes CI and HI. It should be noted that the model uses
two chains for the two user classes. Additional RESQ2 examples and evaluations
are included later in the chapter and in Appendix C

The process of model refinement was lengthy and iterative. Assumptions
were made, tested, and revisited as the model was being constructed. Given our
limited detail as to the system internal components, we applied different load
patterns to the system under study, and compared observed results to predicted
figures.

As an example, the AIX/370 architecture required additional operating sys-
tem layers to run on IBM 4300 machines. Initially we modeled this effect by
tandem servers at the backbone machines, as well as attempting to balance the
network resources. However, the best fit to measured results was obtained by
increasing service requirements for the layered architecture.

Additional information which would be most desirable for further refinement

would pertain to more precise cpu service requirements, process scheduling disci-

2RESQ2 (RESearch Queueing 2) is an enhanced performance modeling package developed by
the IBM Research division
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plines and memory allocation strategies that are used by the Control Program®

and AIX/370. Additional information regarding interrupt handling by the lay-
ered operating system would be useful as well.

We proceed with presentation of results obtained using our model.

6.7 Validation of Model Predictions with System Measurements

Model predictions for all classes of customers were carried out. We obtained

sets of predicted plots for several measures of interest:

1. Delay to transfer 1IMB of data

2. Single session throughput

3. Global system throughput

it is important to use measures that express the system’s performance in its file
service capacity, which is the central functionality of interest for our study. We
present in Figures 6.4 - 6.9 some of the predictions of our model, along with
measured results for several user classes under consideration.

We note that model predictions and results measured directly on the system
are in good agreement. Demonstrated deviation is generally smaller than 25%.
In particular, in Figure 6.4 we note that for Interactive (Int) sessions we obtained

graceful system degradation for the 1MB benchmark. Results for the 4381 are

3The Control Program (CP}) is the lower level operating system that controls the hardware.
All communications from higher level operating systems go through CP.
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Figure 6.5: Model Predictions and System Measurements for User Load of In-

teractive (Int) Class (750)

shown, and similar results were reported for the 4361. We show in Figure 6.5
comparison results for the VAX 750 as well.

In Figure 6.6 we present results for High Interactive (BI) sessions on a 4381.
Here we show very good agreement for the range of 4-20 sessions per backbone
server. Degradation here is expectedly much quicker than for the Int sessions.

Figure 6.7 shows the global throughput of the system for a Communication
Intensive (CI) setup. Under these trying conditions, we see impressive agreement

in the work range of up to 20 sessions on the 4361 and over 30 sessions on the
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4381 - Communication intensive Measurement / Simulation
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4381. Let us note that this traffic is far more intense than normal SEASnet file
service requirements. It is highly unlikely that many users will require maximum
throughput file transfer at the same time. However, this measure does give us
indications about the limiting behavior of the system and the model, and thus

its importance.

6.7.1 Multiple User Classes

In addition to the results reported above, we have been experimenting with
combinations of user class load. This way we are putting under scrutiny all our
assumptions and model components. In fact, we further show that simultaneous
execution of jobs of different classes is correctly represeﬁted by the queueing
network model.

In Figure 6.8 we show results for HI sessions with simultaneous CI sessions.
All results correspond to the delay incurred for the 1MB transfer benchmark.
We present results for both the IBM 4361 and the IBM 4381, for the range of
0-16 HI sessions and up to 4 CI sessions. Model predictions are within 25%
of measured results throughout. It should be noted that for this complex work-
load combination we obtained good agreement between measurements and model
evaluation.

In Figure 6.9 we extend our validation test space to combinations of all three
classes, CI, HI, and Int. We present a comparison of predicted delays and mea-

sured delays for the 1MB transfer benchmark. This range of session combination
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from one through twenty eight sessions covers a significant working range for
the backbone server. The accuracy for this case falls within 25% as well. It is
important to note that we characterize our user model as a combination of these
three classes (Chapter 4). Therefore, we consider our description of SEASnet
acceptable for further performance predictions.

Combined with results presented in the rest of the chapter, an array of load
conditions and system functionality is covered. The agreement we obtained across

the board gives us increased confidence in our modeling effort.

6.8 Further Results

Once a model was derived, additional future configurations could be evaluated
with it. As an example to evaluations we present the three dimensional delay
table generation that will enable us to use synthesis algorithms such as in chapter
7. We present in Figure 6.10 a sample of such three dimensional delay data.
These results were obtained using a 3-class model such as in Figure 6.11. We
note that this queueing network has 3 chains, corresponding User Classes CI, HI,
and Int. We can see that these results, obtained by simulation of our model, are
readily applicable for obtaining discrete delay information, thus relating expected
performance to session assignment for each backbone server. We shall further

elaborate on this idea in chapter 7.
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6.9 Accuracy and Credibility of Results

The accuracy of the model has been shown to be within 25% of measured
behavior for unsaturated situations. We are confident that for the three user
classes studied in this work and various combinations theirof, the model would
yield comparable results. The methodology we developed is general, and can be
readily applied to different situations, or further enhanced to accommodate for
changes in system parameters.

One limitation of our work was the unavailability of detailed internal informa-
tion. In particular, additional data regarding the system architecture of AIX/370
would be helpful in generalizing and refining our model. For this reason, we argue
that additional modeling refinements would be necessary, should user classes of
drastically different nature be defined. Environments such as X-windows, Graph-
ics environments, or CPU intensive applications served directly by the backbone
are a few examples that come to mind.

A number of these issues are currently under investigation at UCLA.

6.10 Computational Considerations

The simulation model we developed was run on the RESQ2 modeling package.
The model components and corresponding chains that define the queuing network

model were simulated via RESQ2 to obtain the performance measures of interest.



We ran RESQ2 on a high-end IBM 4341*. Individual runs consume about 3-5
minutes of cpu time for confidence intervals of 95%. In Figure 6.12 we show some
numerical results obtained through simulation. The performance metrics are
available for various subparts of the network. Each curve obtained requires 6-12
simulation points to obtain meaningful results. Hence, each change in the model
required substantial evaluation effort for each set of curves that was generated.
In the case of generating a three dimensional delay tables, a major several day
effort was required. This effort was necessary in order to characterize the the
various components that were later used for the synthesis effort.

Tt should be noted that simulation costs are especially sensitive to the com-
plexity of the problem, and increases in the detail of the model is likely to sub-

stantially increase the numerical computation cost.

6.11 Summary

The main impetus of our modeling work is to create a model for a complex
system, in the presence of partial information about the system. This is a com-
plex task, as one needs to deduce and assume values for details and parameters
which are not available. As an example, the exact inter-relationships among the
operating system layers as arranged by the developers are inaccessible to us, and
we therefore lumped these effects as total cpu service.

Nevertheless, we were able to overcome the challenge of partial-parameter

4The UCLA CAD/CAM mainframe was used to perform the RESQ2 simulations for this work
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modeling, and obtain a representative description of our system, that demon-
strated good predictive capacity. Qualities, such as delay and throughput, which
were important to us were well modeled, and performance parameters were di-
rectly obtained from the model. This was demonstrated for a variety of system
configurations and load patterns to which the system was subjected.’

We shall show in the next chapter an important and interesting application

for our model.
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CHAPTER 7

Configuration Synthesis for a Heterogeneous Backbone Cluster and a

PC-Interface Network

This chapter combines the results of the user model and the system model
contributions into an important and interesting system synthesis contribution.
We make note that the methodology generally applies to systems other than
Locus, AIX/370 or PCL. We used our system as a typical example of a system
whose model and parameterization were known.

We address in this chapter the design of Locus' [PopeWalk85] family net-
works rendering PCI service. Given are the expected user workload, the hardware
costs and the performance constraints. The workload consists of three classes of
users: Interactive, High-Interactive, and Communication-Intensive. The number
of PC’s is given and is equal to the number of users. We show that the problem
can be reduced to a discrete Capacity and Flow Assignment (CFA) problem.
The backbone capacity assignment is inspired by the Lagrangian Decomposi-
tion Approach [Fox66]. It starts from a backbone capacity assignment which
matches the initial flow and chooses a backbone server upgrade that gives the

greatest response time reduction per Dollar. At this point we apply the flow

Locus is the predecessor to the forthcoming IBM AIX/370



deviation method and iterate until the constraints are met. We present several
computational examples of network configuration synthesis, that emphasize the

significance and generality of the results obtained.

7.1 Introduction

Locus is the predecessor of the newly announced IBM AIX/370. It is a
Unix compatible distributed operating system that supports a large variety of
architectures. Some of the mainframe architectures supported are 4300, 9370 and
the 3090. A set of such backbone servers is called a “Transparent Computing
Facility” cluster (TCF cluster). Personal workstations such as high-end PS/2 and
PC/RT are supported as well, and they can be used to access a TCF backbone
cluster.

The UCLA School of Engineering and Applied Sciences Network (SEASnet)
is the primary computing facility of the school. SEASnet also serves as a pi-
lot/demonstration center, as it is.the most experienced production environment
for pre-AIX/370. SEASnet demonstrates a high degree of heterogeneity, as it
consists of two 4361s and a 4381 as backbone servers (as well as a number of
DEC VAX/750s SUNs FPS and others as in Figure 7.1). On the client side,
SEASnet users use primarily IBM PC/ATs running DOS to access the system
(ascii terminals and PC/RTs are also available).

In this work we shall concentrate on the PC to backbone-cluster connec-

tion. This connection is accomplished by an operating system bridge called
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PC-Interface (PCI). PCI allows a PC running DOS to transparently access an
AIX or Unix file system through the so-called network drive (Drive E:).

The problem of optimal synthesis of such heterogeneous systems is both com-
pound and difficult. There are several subparts to this general problem, namely -
component measurement and characterization, load and system model construc-
tion, and lastly, the sub-optimal configuration synthesis algorithms. The major
contribution of this Chapter is the last among the three - the configuration syn-
thesis. This contribution is very general, as the presented algorithms can be
applied to many resource systems which need to be optimized.

We begin this Chapter by providing the necessary context that inspired this
work. We shall describe the system that was used to measure and characterize
the components of the synthesized configurations in the computational example
we present. Hence, further system description and workload characterization will
be provided in section 7.2.

We then proceed with an exposition of our top-level approach in section 7.3.
We describe how the backbone cluster synthesis problem can be mapped into an
extension to the Capacity and Flow Assignment (CFA) problem.

In section 7.4 we present the extended sub-optimizing CFA algorithms we de-
veloped for the synthesis problem. Both Capacity Assignment and Sub-Optimal
Session Assignment algorithms are outlined.

In section 7.5 we apply the algorithms to three different configuration sets.

We derive sub-optimal session assignments, and ultimately present the cost /
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performance curves that readily yield the configurations of choice.

In section 7.6 we outline analysis insights and provide general conclusions for
this work, as well as suggest additional directions and further extensions to our
work.

We proceed with the description of the system that inspired this work.

7.2 System Description and Workload Characterization

SEASnet is an Ethernet based network, serving the UCLA School of Engi-
neering. Figure 7.l-i].lustra.tes the general layout of SEASnet through the school.
Our focus for this work is in the PCI networking option. PC-Interface allows any
of the 100+ PCs in the school to access any of the backbone machines. Figure
7.2 shows the part of SEASnet on which we focus, and from which we derive the
computational example of section 7.5. The backbone servers provide extensive
file service for class instruction, as well as research work. We present here al-
gorithms that optimize resource utilization, as well as synthesize systems with
more {or fewer) available resources.

Extensive measurements were carried out on SEASnet in order to param-
eterize its resources and construct a queueing network model. Most of these
measurements are reported in Chapter 4 and in Appendix B [Betser87, BeAv-
CaKa88] An important benchmark was the delay incurred in a 1 Mega-Byte file
transfér. This is a crucial yardstick for a file service oriented system.

Based on our study of the SEASnet user behavior, we introduced three classes
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of users in our characterization:

1. Interactive (Int) : Short interactive commands interleaved with 1 min think

time.

2. High Interactive (HI) : Short interactive commands in succession with 1-2

sec think time.

3. Communication Intensive (CI) : Massive continuous file transfer from back-

bone servers to PCs.

The performance figures for workloads with customers of different classes
were derived through measurements and simulation. With the aid of many such
experiments, under various configurations and loads combinations, we have iden-
tified the contention points for SEASnet. We then constructed the queueing
network model shown in Figure 7.3. This model describes a Locus backbone
server supporting a variety of PCI sesstons.

We model the primary governing parameters of the Locus-PCI operation
paradigm. It is important to note that we present the contention points as
the CPU speed and 1/O capacity of the ba.ckbclme servers. We also present a
bottleneck at the PC end, in the way of the Ethernet interface speed. We have
observed that these are the primary resource contention modules within this

architecture?.

2The Ethernet is an example of a non-bottlenecking resource. We have never gotten even
close to full Ethernet throughput during our extensive experimentation
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Figure 7.3: Queueing Network Model for a Backbone and PCI Sessions
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The tuning and validation 6f of this model was a long iterative process, and
is reported in detail in Chapter 6 and [BeAvCaKa88]. We present in Figure
7.4 some recent comparisons between measured results and simulated results
generated by the queueing network model.

Our model was used to simulate many of the configurations that we reported
in the computational example of section 5. These extensive simulations were
used to comstruct the delay space tables. These tables were used as input to the
optimization and synthesis algorithms we subsequently conducted. In Appendix
E we present some- of the 3-class simulation results that were used to construct
the delay tables for the configuration synthesis algorithms.

Having provided this motivation, we proceed to the description of the opti-

mizing algorithms.

7.3 Reduction to the Capacity and Flow Assignment Problem

For a given a user load, the synthesis of heterogeneous backbone clusters for

PCI networks consists of two major decisions :
1. Number and type of backbone servers to allocate (cost constraint bounded)
2. Specific session allocation onto the backbone servers

The problem can be transformed into a discrete Capacity and Flow Assign-

ment problem (CFA) by mapping each backbone server onto a link, and mapping
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Figure 7.5: Corresponding Star Topology for Backbone-Server Cluster

the number of sessions allocated to a backbone onto the flow of the corresponding

link. This entails a star topology, as illustrated in Figure 7.5.

We will solve the original problem by solving the CFA between a source and a
destination connected by a number of links equal to the maximum number of sites
that any feasible solution may include and having as the total flow the entire user
workload. When the CFA algorithm converges, the number of backbone servers
in the system will be equal to the number of links with nonzero capacity, and the
flow on each link will represent the session set assigned to the backbone server.

We must search through many local minima until we find a cost effective
solution that satisfies the problem constraints. That will be done by choosing
different starting feasible flows for each topology considered.

We will execute the capacity assignment algorithm to find the initial session

allocation to each backbone server that satisfies the cost constraints. We will
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then iterate between the Flow Deviation (FD) and the Capacity Assignment
(CA) until we find a local minimum. The workload that will result from this
process will be suboptimal due to the fact that the objective function is concave.

In the following sections we will consider the algorithms in detail, and apply

them to concrete examples to evaluate their effectiveness.

7.4 The Capacity and Flow Assignment Algorithm

7.4.1 Capacity Assignment Algorithm
Let’s first introduce some notation:

backbone(i) - backbone server (site) allocated to link i.

cost(7) cost of backbone(i).

upgrade(i) - backbone server allocated to link i after upgrade.

T - average system response time.

Tnaz - constraint on average system response time.

AT(i) - difference in the delay of link i upon upgrade
of backbone server.

r - Incremental delay per upgrade cost.

The Capacity Assignment algorithm is as follows:

1. Choose the minimum fit capacity assignment that matches the flows in each

link. For every backbone server that has at least one session assigned to it,
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the minimum fit assignment will be the least expensive backbone server. If

no session is assigned to a backbone server, that site will be deleted.

[

If the total cost assigned to the links is greater than the maximum cost,

then STOP. The problem is not feasible.
3. Calculate the total average response time of the system by table look up.

4. If T < Tz STOP. The problem is feasible, and the allocated capacity is

suboptimal.

5. Compute the ratio r = —cm(upgmde(i{‘)ﬁi}”(mckwne(‘)) for all links. » is the

incremental delay per upgrade cost. If the backbone server assigned to a
site cannot be improved (it is already the most expensive backbone server

available}, then set r=0.

6. Find the link that has the largest r (r is always positive). If » = 0, then
STOP (all sites are already using the most expensive backbone server).

Otherwise upgrade the backbone server in that link and GOTO step 2.

The algorithm will find a cost effective solution, since at every step it up-
grades the capacity that gives the greatest response time reduction per Dol-
lar. The method will typically generate suboptimal solutions. An optimal solu-
tion could be obtained (at higher cost) using a dynamic programming approach

{Frank.ctal69].
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7.4.2 The Sub Optimal Session Assignment Algorithm

The sub-optimal session assignment algorithm is as follows:

1. Compute T, the average response time at the initial flow assignment.

2. For each link compute the incremental delay as a function of a unit incre-

ment in the flow (transfer of é. sessions).

3. Find the link that has shortest incremental delay.

4. Find the link (baving nonzero flow) that has the maximum incremental

delay (the zero flow links are not taken into consideration).

5. Deviate a unit flow(§,) from the maximum incremental delay class of the

maximum incremental delay link to the minimum incremental delay link.

6. Compute T, the average response time at the current flow assignment.

7. 6T, —T. < eor T. > T,, then STOP. Otherwise do T, = T, and GOTO

step 2.

The algorithm computes the incremental delay for each link by computing the
numerical partial derivative with respect to each class and deviates 4. sessions of
the maximum incremental delay class from the link with maximum incremental
delay, to the one with minimum incremental delay. Each class has a constant

&, that is calculated according to the load that a session from that class brings
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to the system. In our computational examples the classes High Interactive and
Communication Intensive have §, = 1 and the class Interactive has é. = 4.

In the next section we apply the algorithms to three different topologies under
various costs and compute the cost performance curves for uniform, skewed, and
suboptimal workloads. The suboptimal workload is the workload that results

upon convergence of the Capacity and Flow Assignment algorithm.

7.5 Configuration Synthesis Examples

In this section we present three configuration synthesis examples. The work-
load consists of three classes, namely Interactive (Int), High Interactive (HI}, and
Communication Intensive (CI). There is a total of 90 sessions divided among the
classes (48Int, 24HI, 18CI). We consider costs in the range of 1.2 to 7.0 million
Dollars and topologies with 4,6, and 10 backbone servers. The backbone servers
can be a 4361 or a 4381 with typical costs of 300k and 700k Dollars®. The assign-
ment of sessions to the backbone servers can be skewed, uniform, or suboptimal.
A skewed assignment is one where some backbone servers are overloaded and oth-
ers are underloaded. With this workload we represent the situation that occurs
when users are permitted to connect to any backbone server and the system is
not balancing the load. A uniform assignment results when each backbone server

receives an equal number of sessions from each class. The suboptimal assignment

3These costs are illustrative. They can vary substantially depending on system peripherals,
customer discount, etc. Appendix D contains some detailed examples of the cost determination
procedure for typical systems.
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Uniform Skewed

Site | Int | HI | CI || Int | HI | CI

1 1216 | 4 16| 0 4

2 12 { 6 4 16 | 0 4

4 12| 6 5 8 [12] 5

Table 7.1: Uniform and Skewed Workloads with 4 Backbone Servers

is the result of the optimization described in the previous sections.

7.5.1 Synthesis with 4 Backbone Servers

In this example we divide the 90 sessions among the classes as follows: 48
interactive, 24 high interactive and 18 communication intensive. The uniform
and skewed workloads for 4 sites are shown in Table 7.1.

We ran the optimization for costs rangiﬁg from 1.2 million Dollars to 2.8
million Dollars. This represents the entire cost allocation space. In Tables 7.2
and 7.3 we show the backbone servers allocated to each site, the corresponding
cost, and the suboptimal workload computed.

In Figure 7.6 we plot the corresponding average delay for each configuration.
We can see that the upgrade of the backbone servers is producing significant

improvement in the performance. This occurs because the load applied to system

is overwhelming the 4361s.
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Sessions in each class

Site | Backbone | Int | HI CI

cost of 1.2 M Dollars

1 4361 16 0 3
2 4361 16 0 4
3 4361 8 12 7
4 4361 8 12 8

cost of 1.6 M Dollars

1 | 4361 12 6 4
2 4381 16 5 7
3 4361 12 7 3
4 4361 8 6 4

cost of 2.0 M Dollars

1 4361 12 6 3
2 4381 12 5 7
3 4381 16 7 5
4 4361 8 6 3

Table 7.2: Suboptimal Workload with 4 Backbone Servers (part 1)
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Sessions in each class

Site | Backbone | Int | HI CI

cost of 2.4 M Dollars

1 4381 12 6 6
2 4361 - 12 6 2
3 4381 12 5 6
4 4381 12 7 4
cost of 2.8 M Dollars
1 4381 12 4 6
2 4381 12 5 6
3 4381 12 | 9 2
4 4381 12 6 4

Table 7.3: Suboptimal Workload with 4 Backbone Servers (part 2)
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7.5.2 Cost Performance with 4,6, and 10 Backbone

Servers

In Tables 7.4 and 7.5 we report the optimization results for 6 backbone servers
in the range from 2.2 M Dollars to 3.0 M Dollars. Suboptimal session allocations

are indicated for each backbone configuration set.

Figures 7.7 and 7.8 show the condensed cost performance curves for the op-
timization with 4, 6, and 10 sites. Solutions are defined for a s.pectrum of sub-
optimal cost and performance values. Once the constraints are given, a solution
becomes readily available.

We can see that the best working range is located in the range of 2.3 M
Dollars. This working range is defined by the knee of the curves. We note that
the best workload configuration for 10 sites with 3.0 M Dollars is the uniform
workload. This occurs because the 90 sessions workload distributed among 10
sites drives all backbone servers at very low utilizations. This makes performance
less sensitive to load allocation in this capacity-overkill situation. Clearly, this is

not a cost effective solution for the user load given in our example.

7.5.3 Computational Considerations

The synthesis of networks with discrete capacity is a time consuming task
due to the concave shape of the objective function. In our case we have multiple

user classes and backbone servers, as well as an unknown topology. An opti-
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Sesstons in each class

Site | Backbone | Int | HI CcI
cost of 2.2 M Dollars
1 4381 16 5 3
2 4361 12 3 3
3 4361 12 2 3
4 4361 4 0 o
5 4361 4 7 2
6 4361 0 7 2

cost of 2.6 M Dollars

1 4381 12 4 5
2 4381 12 4 5
3 4361 12 4 1
4 4361 4 0 4
S5 4361 4 6 2
6 4361 4 6 1

Table 7.4: Suboptimal Workload with 6 Backbone Servers (part 1)
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Sesstons in each class

Site | Backbone | Int | HI CI

cost of 3.0 M Dollars

1 4381 12 3 6
2 4381 12 3 5
3 4361 12 4 1
4 4361 4 0 3
5 4381 4 8 2
6 4361 4 6 1

Table 7.5: Suboptimal Workload with 6 Backbone Servers (part 2)

mal solution using dynamic programming approach [Frank.etal69] would entail
extremely expensive computations. Our approach iteratively finds a suboptimal
solution that is as good as the computational budget available. In Appendix F
we enclose the listing of the configuration synthesis program that we used for the

computation.

The designer must allocate his budget to the subtasks of user workload char-
acterization, the generation of the system dela).r tables, and the configuration
synthesis optimization. Each of the phases is time consuming and computation-
ally costly due to the very large state space. The optimization is quite efficient
but it requires a number of iterations with different initial feasible flows until a

good workload distribution is found. The uniform distribution produces good
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initial results and should be the first to be compared with the given delay con-

straints.

7.6 Summary

In this Chapter we considered a rather complex configuration synthesis prob-
lem. Both the offered load and the computation/communication resources carry
a high degree of richness and complexity. This makes an intuitive or straightfor-
ward engineering solution very difficult.

Through an extension of the CFA algorithm, combined with application to
backbone computing resources, we derive a direct way to construct a performance-
cost effective backbone network. This is accomplished through an optimization
technique which deviates resource assignments in order to identify sub-optimal
solutions to the problem.

We also note that heterogeneous resources are modeled by studying measured
behavior, and by emphasizing the most dominant characteristics of the integrated
system. The fact that we have measured and compared the physical system to
predicted simulation figures gives us increased confidence in the presented results.

Unlike recent contributions to this area [TanTowWol88], we do not make re-
strictive assumptions with respect to service times for the user classes considered.
We obtain stable numerical description of class behavior, and input these results
into the optimization algorithm. This enhances the stability of the optimization

algorithm, as possible instabilities in the simulation are handled in advance.
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The convergence of the presented optimization algorithm is impressive, as
solutions were obtained in less than 12 iterations for most cases, consuming
about 1-2 minutes on a 68020 based microprocessor. Stability of the algorithm
still needs to be studied, as in some cases there is divergence from local minima.

The presented configuration synthesis algorithms are very general, as they
apply to resource allocation in the most general form. It is important to create
an appropriate performance mapping from raw resources and load characteristics
to the system under consideration. Once that is done, the optimization can be
readily applied, resulting in efficient resource utilization.

It should be recognized that there is possibility to extend this work to obtain
an automatic search on the resulting plots such as in Figures 7.7 and 7.8. Hence
cost/performance criteria could be defined to suggest the best working area on
the curve, depending on resource designation and financial capacity committed
to the planned resources.

In Chapter 9 we shall elaborate on further research opportunities towards

which this work might lead.
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CHAPTER 8

Related Research

This work deals with performance evaluation, prediction, and system synthe-
sis for large heterogeneous distributed systems. There exists related research in
several sub-issues of the problem. One such issue is the design and development
of such systems. other issues pertain to research done in performance evaluation
of various systems. In particular, issues of system synthesis, resource assignment,
and load distribution are of particular interest. In this chapter we shall briefly
review work done in the various categories, and comment on some relationships

to our work, which comprises of a marriage of the mentioned disciplines.

8.1 Large Heterogeneous Distributed Systems

The natural expansion of networks into ”Meganets” has created new domains
of interconnected machines. Most of these machines are loosely coupled, e.g. only
electronic mail and remote login typically may £ake place. We are not directly
concerned with such systems. Our interest is in distributed systems which are
more tightly coupled, and present a high degree of transparency. Of the several
efforts in existence, we shall mention the most significant ones which are related

to our work.
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8.1.1 Vice/Virtue/Andrew

This Carnegie Mellon effort [SaHo.etal85], [MoSa.etal86], [HoKa.etal87] is an
interesting effort. It has begun in 1983, and in 1985 was becoming stable, and
distribution began outside the development group. The main emphasis of the
project was to develop a distributed file system, and a computing environment
for academia. The effort is an immense investment, equivalent to 150 man-
years. It is targeted to inter-connect the CMU campus by the end of the decade.
Andrew uses the notion of clusters which contain individual servers and several
workstations. There exists a limited degree of replication, and a noticeable degree
of heterogeneity. This effort is sponso-red by IBM.

The main shortcoming of this project considering it in ralation to our work,
is the lack of analysis and synthesis tools that are based on queueing networks.
Most of the emphasis in the project was directed towards high level design, and
detailed implementation. Performance issues were dealt with by measurements
and system enhancements resulting from experience and intuition. Quantitative
simulations of queueing models were not used in any of the Vice/Virtue/Andrew

studies we have seen from CMU.

8.1.2 The V Distributed System

The V distributed system [Cheriton88] was developed at Stanford University
as part of a research project to explore issues of distributed systems. Aspects of

the design suggest important directions for the design of future operating systems

151



and communication systems.

Measurements conducted on V demonstrate file service in the range of 160
KByte/sec, with inter process communication faster yet. Most of the emphasis
of the development is on the kernel V communication protocol. There is trans-
parent address space with shared memory implementation. Quite a few of the
workstations in system V where diskless workstations, and some performance
modeling was done for that particular aspect {LaZaCeZw84]. Our emphasis has

been on workstations with local disk storage utilization?.

8.1.3 The Washington Heterogeneous Computer Systems (HCS)

This is a relatively fresh effort by the University of Washington [NoBlLa.etal88].
The main services provided by HCS are file access, mail, and remote computation.
This effort presents interesting solutions for local network mail, naming service,
and remote tasking. However, the system is undergoing early development, and
is mostly a prototyped system. Its performance will probably improve with time,

as performance analysis of this system was not reported in [NoBlLa.etal88].

8.1.4 SUN Network File System (NFS)

NFS [SUN86] is an industrial product that is gaining increasing populanity.
This system allows several servers and clients to transparently access network file

systems. This system has limited file replication, and uses stateless file servers

10ur system provides for copy protect mode of operation, in which software can be brought
to the workstation’s memory, but not copied onto media
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for performance and easy recovery. NFS is compatible with Berkeley Unix 4.3,
but will support a variety of architectures and operating systems. It defines an
external data representation (XDR) which is used for all network communication.

We have not seen performance analyses of NFS as a queueing network.

8.1.5 Other Efforts

We mention here additional efforts which are less related to our work, but are
nevertheless important contributions to distributed computing.

The Cedar Distributed File System [GifNeeSch88] is a transparent environ-
ment built at Xerox PARC in order to allow programmer cooperation in program
development. Atomic whole file transfers are predominant in this non-recent ef-
fort.

Argus [Liskov88] was developed at MIT to allow distributed programming,.
Most of the work here concentrates around nested transactions, and atomic com-
mits. The implementation does not support high degree of heterogeneity.

Sprite [Ousterhout.etal88] is a recent effort at Berkeley. Diskless clients and
servers use code sharing. Intensive caching employed throughout. Very efficient
remote operations (5004 kbytes/sec) are reported. Measurements were done,
but analysis is intuitive.

We conclude this subsection with reemphasizing the fact that very elaborate
implementations of heterogeneous distributed systems are under development.

Indeed, performance is a major parameter for all these systems, and most work
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done with respect to performance lacks the use of extensive simulation and other

approaches that are beyond system engineering experience and intuition.

8.2 Related Research in Performance Modeling and Analysis

Following is a discussion of currently available modeling techniques, along

with an assessment of their relationship to our study.

8.2.1 Analytical Methods

Deep analytic understanding of systems and processes is indispensable. An-
alytic solutions not only provide us with the best understanding of the systems
under investigation, but often times give very efficient and fast numerical solu-
tions to difficult problems. This is due to the fact that analytic solutions tend
to be clean, closed-form, and easy to evaluate for varying system parameters.
Recent examples of noteworthy contributions in this area are {HeidLaks87] and
[NelTowTan87).

Granularity, however, is a key issue, especially when systems are complex.
At times systems need to be reduced into smaller, more tractable sub-systems
(more in Sec 8.2.4). One of the drawbacks of pure analysis, is that often times, the
restrictions that analysis impose, create a system that is too far from any realistic
system at hand. This is the general problem of theory versus application. In fact,
often times detail is missing for a complete and elaborate system description.

When this happens, approximations need to be made.
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8.2.2 Approximations

While analytic solutions have their clear advantages, it is extremely challeng-
ing to model complex systems accurately and at the same time keep the solution
tractable. It is for this reason that approximations have been introduced. The
nature of approximations is to identify the key governing forces and trends within
a system, and make conscious intelligent neglections of less important factors.
This creates much simpler models with respect to analytic ones. They can be
even faster to solve [Lave83], [LaZaGrSe84]. However, one must realize that ac-
curacy is being sacrificed and the tradeoff should be assessed to determine the
value of the approximation. It is very helpful to be able to bound the errors in-
troduced by the approximate analysis. We have previously used approximations
[BetGerPop84] successfully. It should be noted that in our current work we used
approximations for simulations (Sec 8.2.5), as opposed to analytical approxima-

tions.

8.2.3 Queueing Networks

In general, computer networks can be modeled as queueing networks [Klein-
roc76), with the computing, storage, and network being modeled resources, and
the jobs being the customers in the queues. A comprehensive discussion on this
approach is given in [Lave83]. Recent publications in this area can be found in
conference proceedings of Performance, Sigmetrics, Computer Communications,

and in the established journals in the discipline.
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Substantial work has been done in the area, and there are several commer-
cially available packages such as RESQ, PAWS, and SIMSCRIPT. In fact we have
defined the queueing network which represents SEASnet. This queueing network
was the key to our modeling effort, and was used to evaluate performance as well

as synthesize new configurations of balanced load.

8.2.4 Decomposition

It is intuitively appealing to decompose complex architectures into smaller,
easier to tackle subcomponents. In our case, this effort was influenced by seek-
ing agreement with the experimentation results for a first order model. This
goal of isolating parts and tasks of the compound system, which can be aggre-
gated safely from the external point of view, is addressed also in [SaueMacN83],
[LaZaGrSe84).

In fact we have found out that backbone server service is quite independent of
other backbone servers. In our modeling efforts as well as in our measurements,
we could successfully deal with one backbone server at a time, such that the
complexity of the problem could be greatly reduced. It is also possible to address
components within the hierarchy as sub part of the network, and obtain better
representation for these elements. We have spent considerable effort in optimizing
the representation of the backbone servers to accommodate for buffering, process

space, and i/o service.
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8.2.5 Simulation

System simulation has always been a methodology technique that enabled the
modeler to make major economical savings in the design and implementation of
such systems. In fact, even in the face of incomplete understanding of the analyt-
ical theory governing system behavior, simulation provides answers to important
questions regarding system performance metrics and predicted behavior. This is
true for several scientific and engineering disciplines.

In the case of c‘omputer system and network modeling, many such answers
can be provided by means of discrete event simulation of queueing networks
[SaueMaN83], [LaZaGrSe84|, [MacNSaue85]. Recent publications in this area
are conference proceedings of Performance, Sigmetrics and [MorSouSoa87].

We have opted to use available simulation packages, namely RESQ. Other
packages are PAWS and SimScript, and our own special purpose software that is
being developed at UCLA. An instance of the latter is provided by our work on
distributed simulation of data communication networks [CheCarKar86], which
utilized time-warp methods and exploited the distributed processing support
provided by LOCUS. In fact, our current configuration synthesis work employed
additional special purpose software that we constructed. This is reported in more

detail in Chapter 7 and Appendix F.
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8.3 Configuration Synthesis, Load Balancing

These are more specific areas in which there exists a diversified body of work.

We will briefly mention some of the relevant efforts in both sub areas.

8.3.1 Configuration Synthesis

The problem of resource assignment is a general design problem and is ad-
dressed in several contexts. Traditionally this problem received treatment in net-
work design problems, such as Capacity and Flow Assignment problems [Fox66],
[FraGerKle73), [Gerla75], [Kleinroc76]. Most of the traditional applications dealt
with traffic/flow assignment within various topologies. Some recent contributions
in the area of load balancing deal with problems of assigning file service, although

most of these deal with homogeneous backbone servers.

8.3.2 Load Balancing

Load balancing is traditionally an issue of task assignment by terminals to
a distributed system consisting of several machines [DeSoGerl84, 87]. These
problems typically deal with either static or dynamic strategies based on various
optimization criteria. Most of the work is analytical, with some hypothetical
examples for illustrative purposes. Usually there is no direct correlation or mea-
surement relationship with an actual installed system in place.

Some recent contributions [TanTowWol88], deal with actual file service and

session assignment problems in computer networks. However, they make restric-
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tive assumptions with respect to service times for the user classes considered.
We, on the other hand, obtain stable numerical description of class behavior,
and input these results into the optimization algorithm. This enhances the sta-
bility of the optimization algorithmn, as possible instabilities in the simulation are

handled in advance.

8.4 Summary

We have reviewed other efforts in various subparts of our general work re-
ported in this dissertation. While there are several on going efforts within the
various sub disciplines reviewed, it is the unique contribution of our work to in-
corporate the thrust of these several disciplines into a research effort utilizing as
a testbed system a novel academic computing system (SEASnet) that we have
in operation.

As a result, the bodies of measurement, evaluation, and synthesis were inte-
grated into what we have presented as a novel research program in the modeling

of large heterogeneous distributed systems.
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CHAPTER 9

Conclusions and Further Research

In this chapter we summarize the contributions of our work and their signif-
icance. We then conclude with an elaboration on future research directions that

spawn off this work.

9.1 Contributions

Our work is an interesting combination of a system study and a performance
modeling effort for a large heterogeneous distributed system. We used as a
testbed a novel system - SEASnet which was installed at the UCLA School
of Engineering. While SEASnet is an example of an academic operation, our
methodology generalizes to other heterogeneous distributed systems as well. In
spite of the fact that SEASnet exhibits a significant degree of system complexity,
we found an approach that yielded a good first order approximation and proved
useful for performance prediction and further system synthesis.

There are four distinct contributions in this work, namely the User Model
Concepts, Measurement Approach, Modeling Enhancements, and Configuration

Synthesis. We outline the contributions in the following sections.
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9.1.1 User Model Concepts

Recognizing the immense richness of disciplines, applications, and user char-
acteristics for such systems, we arrived at a tractable model at a level of granu-
larity that expresses the qualities of interest for our modeling purposes. It was
our effort to concentrate on the key behavior concepts of the user population,
and identify the most significant patterns for the goal of user model construction.
In a heterogeneous workstation-server environment (with a testbed of AIX/370
backbone servers and PC/DOS PCs connected via PCI Bridge), we have defined
3 user classes, whose combinations can represent a large number of user loads
that are of interest. These user classes are Communication Intensive (CI), High

Interactive (HI) and Interactive (Int).

9.1.2 Measurement Approach

We have generated a large measurement base that describes several aspects
of the testbed systems we were evaluating. The main goal was to characterize
and parameterize such a Large Heterogeneous Distributed system, as a rgquired
pre-modeling step. During the process, we crystalized the modeling concepts
that were evolving, such that the iterative research process was progressing.
Important bottlenecks were determined, and key system behavior patterns were
observed.

One of the main challenges of the work was the fact that access to internal

system parameters was limited, and we had to rely on global performance pa-
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rameter measurements. This réquired a substantial amount of measurement and
verification, especially at the first stages of the work, when we has less knowledge
of the system.

Measurement were conducted for all classes of work load. In addition, some
measurements for internal system parameters were carried out. We have used
many of the measured results later in the dissertation. However, there are addi-
tional results which were not directly applicable for us. These might be used in

future research efforts; i.e., our measurement effort can seed further work.

9.1.3 Modeling Enhancements

Modeling heterogeneous distributed systems is a difficult task. This problem
can be made significantly more tractable by good determination of first order ef-
fect versus second order effects. We have successfully identified the key elements
that constitute the backbone network for PCI file service, and constructed a sys-
tem model that captures its behavior. We have tested this model for a variety of
system configurations, user classes, and load patterns. Good predictive capacity
was demonstrated throughout.

In spite of the system complexity, our model is relatively simple, and its utihity
proved to be very promising. The model was simulated with a general purpose
queueing network simulator (RESQ). This is the model which was subsequently

used in our synthesis efforts.
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9.1.4 Configuration Synthesis

We utilized our queueing network model (of our characteristic heterogeneous
system), to arrive at a new synthesis methodology for a system of backbone
servers and PC users (PCI sessions), under various given sets of user loads and
cost constraints. We proposed and utilized a new capacity and flow assignment
(CFA) algorithm that assigns user sessions onto heterogeneous server networks.
We also obtained a balanced load description for an optimal configuration. This
simplified algorithm proved to be very efficient computationally, as well as be-
ing effective in generating configurations and cost/performance trade-offs. This
algorithm also presents the seeds of future load balancing algorithms, as load

balancing via session assignment was demonstrated.

9.2 Significance of the Work

The four contributions mentioned above constitute a major thrust in the
understanding, evaluation, modeling and synthesis of large heterogeneous dis-
tributed systems. In contrast to other efforts (chapter 8) which deal with some
sub part of the general performance problem of such heterogeneous systems, we
took a global approach. We studied the user behavior in detail, as well as the
generai context of such systems. We determined general behavior patterns for
such users, and obtained a significant body of measurements. These measure-

ments could be used in other research efforts as well. We then constructed a very
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general model for the backbone to customer relationship. This model could be
applied to other heterogeneous systems, once parameterized. In conclusion, we
have combined all the results to demonstrate not only predictive capacity, but

also synthesis capacity, for which new algorithms were derived.

9.3 Directions for Future Research

The results presented in this dissertation open several avenues for future

research in a number of important directions.

9.3.1 Model Refinement

Additional effort could be invested to further refine this model, and include
second order effects, to enhance the accuracy of the PCI-Backbone model. Ad-
ditional system parameters such as task scheduling, cache optimizations etc,
could be incorporated into the model. This would require additional informa-
tion about system internals which may not be readily available. Potentially,
additional measurements and design data would provide this information. Com-
ponents within the model could be decomposed and the additional parameters

incorporated therein.

9.3.2 Novel and Enhanced User Classes

There are growing user populations of new classes on SEASnet as well as on

computing systems throughout the world. The most intersting class of interactive
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computing is the window based user community, such as those using X-windows.
Typically, users require multi session capacity on window based workstations.
This user class needs to be studied in detail, measured, and characterized. The
resource requirements for these classes could then be incorporated into an ex-

tended system model

9.3.3 Load Balancing

In the synthesis work we are configuring a system such that cost js optimized.
Part of the algorithm deals with good utilization of the resources. It would be
even more challenging to maintain a balanced load situation for a variety of user

loads in the future.

1. Static allocation. In this case we address the pre-allocation of jobs to a given

configuration. A new Job is assigned according to mean time statistics,

2. Dynamic real-time. This is a fine grain assignment scheme based on real-
time moﬁitoring of all jobs in operation. This scheme would not monitor a

Jjob once assigned, as only new jobs are assigned [EaglazZah8s).

9.3.4 Distributed File Access and Assignment

The availability of data has two vastly varied flavors. Local data is accessible
directly within a machine. Remote data requires all the communication /network-
protocol overhead to become available. The trade-offs of replicating vs remote

access or process migration constitute a rich array of possible extensions.
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9.3.5 Reliability and Availability

Another aspect of design optimization relates to performance costs due to
higher reliability. This price could be traded off with reliability design constraints

to achieve the final resource allocation for the system.

9.4 New Trends in System Research

The quality and availability of computing systems is evolving at an astonish-
ing rate. Desktop systems today are doing the work of last decade’s mainframes.
These machines are networked to yet more powerful servers which provide file ser-
vice as well as cycle service. These computationally intensive services combined
with the graphic capability of this new generation of desktop machines present
an ever increasing modeling challenge. A rich array of performance issues is

becoming available for tomorrow’s researchers.
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APPENDIX A

SEASnet Documentation

This Appendix contains additicnal information about SEASnet. The primary
document is a progress report from Dr. Michael Stenstrom, SEASnet’s Academic
Director, to the UCLA Academic Computing Council.

Also included ate some hardware date sheets, pertaining to performance of

SEASnet processors and I/O devices.
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The 4381 Processer offers significant changes in function and price s performance
for the intermediale system user. including:

+  [mprovements in intermediate system performance
+  Improved I, O channel capability
1 . &% ns {nanoseconds) processor cycle ime.

. Support for both System/ 370 and extended architecture {XA) operating
svsiems.

. Full dynamic path selection and dynamic reconnections support il XA mode

{ar Maodel Group 3 on 3-megabyte channels and devices with the appropnate
function.

Modes of Operation

The two available modes are System/370 and extended architecture. You select
the mode of operation at initial microcods load (IML) time.

Exrended architecture mode is used with an extended architecture (XA) operating
sysiem. Programs written for a 4381 Processor in extended architecture (XA)
made are supported by:

. MVS/XA

. VM/XA Migration Aid.

System/ 370 mode runs programs used on System/370 and 4300 Processors that do

not violate the exceptions noted under " Compatibility." System/ 370 mode support
for the 4381 Modet Groups 1.2, and 3 is shown in Figure 2.

'?lodd Groups \ Modet Group
1and 2 b ]

DOS/VSE VM/SP

vS1/BPE ['Mvs/sp

MVS/SP |

VM/SP |

VM7 SP (with or without l J
High Performance Qption)

Figws 2. System/ 310 Support for 4381 Processors

For more information on programming support, including descriptions and release
levels, see your {BM representauve.

2 (BM 4381 Processor Summary



maximum 280 ms
Seek Time: Models AE4 and BE4

minimum (single cylinder) - 30 ms
average 170 ms
mazimum 110 ms
Full track rotation time (all models) 16.56 ms
Average rotational delay {all models) 8.3 ms
Data transfer rate (all models) 10 Mb/sec

Figws 5 (Part 2 of 2} Pertormance Summery for IBM 3380 Access Mechaniame
Some of the terms used in Figure 5§ are:

Seek {ime, or access motion {ims! The tune required to move the access arm from
one cylinder to another. More precisely defined, the seek time is the time interval
beginning when the channel issues a Seek command (requiring access motion) and
ending when the 3380 respands with a Seek Complete indication 10 the (BM 3880.
1f the scoess arm is already at the correct cylinder, there 18 no access motion. Seek
time is negligivle. because little time is needed to ciectromeally switch from one
read/write head to another.

Average seek time: The average ticne raken when meving the access arm across
1/3 of the cylinders.

Average rotational delay: The average lime required for the disk to rotate, 10
position the desired data record under the read/ write head so dats transfer can
begin. This is sometimes called average rotational latency. Average rotational
delay is 1/2 full track rotation Lime.

Data transfer rate:  The rate at which data is transferred between the 3380 and the
storage control, the 3880.

Performance Comparison: [BM 3350 vs. 3380 Models

Figure 6 compares performance between 3350 and 3380 models.

T 3380 Modeis 3780 Models | 3380 Models

Performance Charscteristics 3350 | AGd, AAd, BO4 | AD4 and BD4 | AE4 und BE4

Average seek lime {ms) 250 16.0 15.0 17.0
Full track rotation time {ms) 16.7 16.56 1 16.56 16.56
Data transfer rate (Mb/sec) 1.2 3.0 [ 3.0

Figws 6. Puformancs Compuriasn: LBM 3350 v 3308

Data Capacity Summary: [BM 3350 and 3380 Models
An [BM 3380 Model AG4, AA4, BO4, AD4, or BD4 unit can store as much data as

four {IBM 3350 unuts. An 1BM 3380 Model AE4 or BE4 unt can store as much as
data as eight 3350 units. (See Figure 7.)

10 (BM 3380 Diroct Access Storags Genersl laformation



APPENDIX B

Additional Models, Measurements, and Simulations

The material presented in the body of the dissertation is only a part of the
incremental effort we undertook. In this appendix we present other, earlier mod-
els that were considered, as well as simulation results, and relevant measurement

results. This additional data gives the flavor of some of the progress of our work.
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APPENDIX C
Additional Resq Modeling Reports
We present here additional RESQ2 reports that we have constructed during

our modeling effort. Some of the reports show results of simulation runs, while

others show earlier model representations that evolved with the modeling process.
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APPENDIX D

Pricing Estimates for IBM Hardware

This appendix provides sample data from which cost information was ob-
tained for the purpose of cost/performance optimization in the Configuration
Synthesis work.

We give price listings for several 4381 and 4361 processors, as well as 3380
and 3370 direct access devices. In addition, we provide an illustrative example

of complete system pricing for a specific configuration.



FILE:

TITLE:

MDL/

K03 WITHDRAWN
K04 WITHDRAWN
K05 WITHDRAWN
LK4 WITHDRAWN
LKS WITHDRAWN
LO3 WITHDRAWN
L04 WITHDRAWN
L35 WITHDRAWN
ML4 WITHDRAWN
MLS WITHDRAWN

405 WITHDRAWN
NGO4 WITHDRAWN
NOS WITHDRAWN

1002
TITLE
MDL/

1020
1100
1200
1421
1422
1431
1432
1432
1480
15350
1601
1605
1901
2001
2002
2833

4361 PRICE Al IBM LOS ANGELES SCIENTIFIC CENTER

4361 IBM PROCESSOR

PAGE 00001

EFF MONTHLY  PURCHASE MMC/ FIC/ BASE
FEATURE DESCRIPTION MMDDYY RENTAL LEASE PRICE AMMCR OTHER TRM
05/29/87 4790 - 39600 330 - -
05/29/87 11550 - BBBOO 550 - -
05/29/87 15350 - 118400 662 - -
05/29/87 14560 - 112300 666 - -
05/29/87 18370 - 138400 778 - -
05/29/87 6300 - 49600 388 - -
05/25/87 13060 - 98300 608 - -
05/29/87 16860 - 128400 720 - -
05/29/87 13080 - 142300 B4l - -
05/29/87 22680 - 168400 953 - -
M04 WITHDRAWN *+ 05/29/87 16070 - 122300 724 - -
05/29/87 19860 - 148400 837 -
05/29/87 22590 - 166150 957 - -
05/29/87 26390 - 192230 1070 - -
_____ Features follow

1001 ADAPTER POWER PREREQ 120 102 1315 9.50 - 24
ADAPTER LOGIC PREREQ 223 190 3340 19 - 2

: 4361 [BM PROCESSOR
EFF MONTHLY  PURCHASE MMC/ FIC/ BASE
FEATURE DESCRIPTION MMDDYY RENTAL LEASE PRICE AMMCR OTHER TRM
AUTOCALL UNIT INTERFACE 18 17 230 3.50 - b
FLOAT-POINT MULTI ACCELERTOR 656 - 5950 21 - -
AUTO START 92 - 840 5 - -
BLOCK WULTIPLEXER CHANNEL 239 190 2340 3 - 24
BLK MTPLXR CHANNEL,ADD'L 239 224 2340 3 - 24
HI SPEED BLK HLPXR CHANNEL 37 297 3330 3.50 - 24
HIGH SP/BLK MPX CHANNEL 2 373 - 3330 23.50 - -
KIGH SP/BLE MPX CHANNEL 3 373 - 3330 3.50 - -
BOOK RACK&CABLE HOLDER - - 25 - - -
CONSOLE TABLE - - 395 - - -
COMMUNICATIONS ADAPTER,BASE 165 132 1630 3 - 26
LINE GROUP ADDITIONAL 336 284 6070 40 - 24
CONTROL STORAGE EXPANSION 280 1318 3865 63 - b
DISPLAY/PRINTER ADAPTER EXP 55 47 920 k] - 24
WORK STATION ADAPTER 578 - 5250 33 - -
RSF - EXTERNAL MODEM 0 - a 0 ¢ -
COMMUNICATION LINE ISOLATION 9 - o 0 o -

2835
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FILE: 3380 PRICE Al

{BM LOS ANGELES SCIENTIFIC CENTER

PAGE HO0O1

TITLE: 3380 DIRECT ACCESS STORAGE
MDL/ £FF MONTHLY PURCHASE MMC/ FIC/ BASE
FEATURE DESCRIPTICN MMDDYY RENTAL LEASE PRICE AMMCR OTHER TRM
AAF WITHDRAWN Lo/21/81 3713 3160 142200 455 - 24
AA4 WITHDRAWN 08/06/86 6480 55153 28780 125 - 24
AD4 DIRECT ACCESS STORAGE 5460 - 82000 295 .-
AE4 DIRECT ACCESS STORAGE a120 - 113000 195 - -
AJ4 DIRECT ACCES3S STORAGE 4625 - 82000 223 -
AK4 DIRECT ACCESS STORAGE 7085 - 128000 225 - -
AOL WITHDRAWN 06/06/86 5675 4830 77680 285 - b
ALF WITHDRAWN 10/21/81 3349 2850 128250 415 - 2
BD4 DIRECT ACCESS STORAGE 3975 - 59000 215% - -
BE4 DIRECT ACGCESS STORAGE 6620 - 950000 215 - -
BJ6 DIRECT ACCESS STORAGE 3330 - 59000 165 - -
BK4 DIRECT ACCESS STORAGE 5790 - 105000 165 - -
BO&L WLTHDRAWN 08/05/86 4706 %005 64440 240 - 24
B4F WITHDRAWN 10/21/81 2914 2480 111600 370 - 4
CJ2 DIRECT CHANNEL ATTACH 3990 - 70000 230 - -
Specify Features follow
3052 3990 ATTACH (2-PATR) (AD4/AES) [¢} - 0 4 - -
TITLE: 3380 DIRECT ACCESS STORAGE
MDL/ EFF MONTHLY  PURCHASE MMC/ FIC/ BASE
FEATURE DESCRIPTION MMDDYY REWTAL LEASE PRICE AMMCR OTHER TRM
9060 WILLOW GREEN 0 - 0 4] - -
9061 GARNET ROSE 0 - ] 0 .-
9062 SUNRISE YELLOW 0 - 0 0 - -
9063 CLASSIC BLUE 0 - 1] 0 -
9064 CHARCOAL BROWN 0 - 0 0 - -
9065 PEBBLE GRAY 0 - 0 0 - -
9431 3880 ATTACH (AJa/ARL) 0 - 0 0 - -
9432 3990 ATTACHHENT(Z-PATH)AJb/AK& 0 - o 0 - -
9433 3990 ATTACH (4-PATH) (AJ4/AKS) i} - 0 0 - -
9750 SITE TOOL KIT 0 - 0 0 - -
9903 208 VOLT-2 PHASE 1] - 0 ] - -
3915 240 VOLT-3 PHASE 0 - 0 0 - -
TITLE: 3380 DIRECT ACCESS STORAGE
TERMS AND CONDITIONS - MODEL AD&
TEKMINATION NOTICE REQ: N RENTAL PLAN OFFERING: B
WARRANTY PERIOD: 3 MONTHS ADDITIONAL CHARGE PCTG: N/O
WARRANTY COVERAGE HOURS : 24 HOURS ADDITIONAL USE . CHARGE PCTG: N/O
METERED DEVICE: N PURCHASE OPTION PCTG: 50 %
CUSTOMER SET UP: NO EDUCATIONAL ALLOWANCE RENTAL: N/O
REPLACED 1BM PROPERTY: 1 EDUCATIONAL ALLOWANCE LEASE: N/O
HOURLY SERVICE RATE CLASS: 3 EDUCAT IONAL ALLOWANCE PURCHASE: 15 %
TERMINATION CHARGE MONTHS: - TERMINATION CHARGE PCTG: N/O
MAXIMUM ACCRUAL MONTHS : o1} ACCRUAL PERCENTAGE: 20 %
KACHINE GROUP CODE: GROUP A

SPECIAL OFFERINGS



FILE:

3370 PRICE Al

[BM T.OS ANGELES SCIENTIFIC CENTER

PAGE 00001

TITLE: 3370 DIRECT AGCESS STORAGE
MDL/ EFF MONTHLY PURCHASE MMC/ FIG/ BASE
FEATURE DESCRIPTION YMDDYY RENTAL LEASE PRICE AMMCR OTHER TRM
401 WITHDRAWN 11/05/86 1980 1685 35480 173 - 24
AD2 DIRECT ACCESS STORAGE 2340 - 35480 134 - -
A1l WITHDRAWN 11/05/86 1980 1685 315480 173 - 24
412 DIRECT ACCESS STORAGE 2570 - 35480 139 - -
BO1 WITHDRAWN 11/05/86 1481 1260 26600 129 - 2L
BOZ DIRECT ACCESS STORAGE 1750 - 26600 101 - -
B1l WITHDRAWN 11/05/86 1481 1260 26600 129 - 14
312 DIRECT ACCESS STORAGE 1925 - 26600 105 - -
Features follow
{1IWITHDRAWN PRIOR TO 02/25/86 240 - 15.50 - -
2907 WITHDRAWN 11/05/86 o - 0 - -
3150 STRING SWITCH 193 164 3839 1.50 - 24
Spacify Features follow .
2800 POWER 220V 60 HZ 3 PHASE 0 - ] [
9491 SYSTEM ATTACH FOR 3090 iy - 0. - -
9986 CHICAGO POWER CORD 0 - 0 - Q -
TITLE: 3370 DIRECT ACCESS STORAGE
TERMS AND CONDITIONS - MODEL A0l
TERMINATION NOTICE REQ: - RENTAL PLAN OFFERING: -
WARRANTY PERIOD: 3 MONTHS ADDITIONAL CHARGE PCTG: N/Q
WARRANTY COVERAGE HOURS: - ADDETIONAL USE CHARGE PCTG: N/Q
METERED DEVICE: - PURCHASE OFTION PCTG: N/O
CUSTOMER SET UP: NG EDUCATIONAL ALLOWANCE RENTAL: 15 %
REPLACED IBM FROPERTY: - EDUCATIONAL ALLOWANCE LEASE: N/O
HOURLY SERVICE RATE CLASS: 3 EDUCATIONAL ALLOWANCE PURCHASE: 153 %
TERMINATION CHARGE MONTHS: GO TERMINATION CHARGE PCTG: N/O
WAXIMUM ACCRUAL MONTHS: 00 ACCRUAL PERCENTAGE: 40 %
HACHINE GROUP GODE: GROUP A
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APPENDIX E

Simulation Results for 3 User Class Combinations

In this appendix we present the simulation results that rendered the 3-space
tables representing the 3-class mix of user load. This data was later input to the
optimization algorithm, whose program is presented in Appendix F. Such space

tables give the necessary system parameterization for configuration synthesis
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4381 Comm. Int. Delay with 16 int. x High Int. ses.
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__ 4381 Comm. Int. Delay with 32 int x High Int. ses.
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APPENDIX F

Optimization Program and Optimization Results

We present in this appendix the complete listing of the sub optimal configura-
tion synthesis program. The program computes delay and costs and sub-optimal
session assignment for PCI service with the objective function of minimum delay
per Dollar spent..

We also present sone listings of the program computations, showing the vari.
ous backbone numbers, costs, and convergence to local minima (or divergence in
absence of local minima).

Lastly we present resulting cost/delay optimizations for a network of 6 and

10 backbone servers.
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main.c¢ Page 1
Sunday, " July 24, 1988 12:42 FM

#include "stdio.h"
#define links 10

#define maxss 18

#define maxb 1

$define osci 10

$cdefine tmax 1000.0 /= 100 per session - 90 sessions on 6 sites */
tdefine epslon 1.0

FILE *outfile;

float delay50_2[36],delay50_3[36],delaysO_SE36],delay50_6[36],delaysO_j{Sé].
delaysd_2[36],delays4_3[36],delays4_5[36],delays4_6(36},delays4_7[36],
delaysS_Z[361,delay38_3[36},delay58_5[36],delaysB_B[BS],dzlaysa_?[36].

delaysl2_;[36],delay512_4[36],delayle_ﬁ[JG],
delay512_2[36],delay312_3[361,delayle_S[BG],delay312_6[36],delay512_7[36],

delaysl6_2(36],delaysl6_3(36],delayslé_5[36] delaysl6_6(36],delaysl6_7(36:

float delaysO_1 [] = /* 0 interactive 1 CI x hi */
(76.6, 80.3,86.2,91.6,97.0,105.2, 113.5,121.8,130.0.145.75,161.5,177.2,193.0,208.7,
224.5,240.3, 256.0,999.0,/%4361*%/

/* 0 1T 2 3 4 5 6 7 8 9 10 1 12 13
4 15 16 %/

62.5, 65.0,67.5,70.5,73.5,78.7 , 83.9,89.1, 94.3,108.55,122.8,137.0, 151.3,165.5,
179.8 , 194.0 , 208.3,99%.0 /¥ 4381*/
yi
float delays0_4 [] = /* 0 interactive 4 CI x hi */
{

109.8,117.6,126.5,136.7,14?.0,159.7,170.5,182.25,194.0,211.0,228.1,245.1,262.2,279.2,
296.3, 313.4 , 330.5 ,999.0,/*4361*/

J* 0 1 2 3 4 5 6 7 8 9 10 11 12 13
14 15 16 */
71.0,75.0,78.4,83.2 ,88.0,95.4,102.8,110.2,117.6, 134.1 ,150.7, 167.2 ,183.8,200.4,
217.0, 233.4,250.0,999.0 /* 4381*/

¥i
float delays0 8 [j = /* QO interactive 8 CI x hi */

!

188.6,200.0,212.7,225.35,238.0,252.0,266.0,230.0,294.1,314.0,334.0,354.0 ,374.0,3%4.0
414.0,434.0,454.4,999.0, /*4361*%/

/0 1 2 3 4 5 ] 7 8 k] 10 11 12 13
14 15 16 */

92.5,98.0,102.0, 109.8,117.6, 129.8,142.1,154.35,166.6,184.2,201.8 ,219.5,237,1,254.7
272.3,290.0,307.6 ,999.0 /* 4381%/

Y

float dalays4_l [] = /* 4 interactive 1 CIL x hi */

{
83.05,88.50,90.9,97.0,103.1,112.05,121.0,130.0,138.9,156.25,173.6,190.95,208.3,225.65
243.0,260.35,277.7,999.0, /*4361*/
/* 0 1 2 3 [ 5 6 7 8 9 10 11 12 13
14 15 16 =/
68,0, 70.5,72.9, 75.9,78.9,83.85,88.8, 93.75 ,98.7,114.8,131.0, 147.0 ,163.0,179.1,
195.1,211.2,227.2,999.0 /* 4381/

[ S]
[ ]
—



main.¢ Page 2
Sunday, .July 24, 1988 12:42 PM

}:

float delaysd4_4 (j = /* 4 interactive 4 CI x hi */

{

117.0,128.2,137.0,144.5,152.0,167.2,182.4,198.0,212.7,231.0,249.0,267.0,285.0,303.0.
321.0,339.0,357,1,999.0, /*4361~/

/= Q 1 2 3 4 5 6 7 8 9 10 11 12 13
14 15 16 */
73.4,84.0,89.2,91.7,94.3,100.8.107.3,113.85,120.4, 138,5 ,156.6, 174.7 ,192.8,210.
229.0, 247.1, 265.2,999.0 /* 4381+/
b

Flcat delays4_8 [] = /= 4 interactive 8 CI x hi */

{
200.0,215.0,217.0,233.5,250.0,263.2,276.5,290.0,303.0.323.2,343.5,364.0.384.0,404.0.
424.5,445.0,465.1,9599.0, /*4361~/
/* 0 1 2 3 4 5 6 7 ] 9 10 11 12 13
14 15 16 */
105.2,106.0,107.5,114.7,122.0, 132.1,142.3,152.4,162.6,133.9,205.2,226.5,247.3,269.1,
290.4,311.7,333.0,999.0 /* 4381+/ .
}:

float delays8 1 [] = /* 8 interactive 1 CI x hi */

{
84.3,95.1,96.1,1D2.3.108.5,118.1,127.8,137.4,147.0,164.3,181.7,199.0,216.35.233.1,
251.0,268.4,285.7,999.0,/%4361%/

/* 0 1 2 3 4 5 6 7 8 9 10 11 12 13
14 15 16 */

70.3,72.6,78.7,81.35,84.0, 90.2,96.35,102.5,108.7,124.6,140.6,156.55,172.5, 188.5,
204.5,220.4,236.4 ,999.0 /* 4381+%/

}:
float delays8 4 [] = /* 8 interactive 4 CI x hl */

{

124.22,138.8,147.6,155.4,163.2,179.2,195.2,211.2,227.2,245.1,263.0, 280.85,298.7,316.

334.5,352.4,370.3,999.0, /%4361*/
FA 1 2 3 q 5 6 7 8 ] 10 11 12 i3

14 15 16 ~/

78.7, 82.0,89.6, 99.1,108.7,114.0,119.3,124.5,130.0,151.0,172.0, 193.0,213.8,234.7,

255.7,276.65,297.6,999.0 /* 4381%/

}:

float delays8_8 [] = /* 8 interactive 8 CI x hi */

{
223.5,223.7,229.8.253.7,271.7,291.6,305.5,319.4 ,333.3, 3%4.0,375.0,396.0,416.7,437.5
458.3,479.1,500.0,999.0, /*4361*/
/* 0 1 2 3 4 5 [ 7 8 9 10 1 12 13
14 15 16 */
102.1,107.0,112.2,120.0,127.7,142.0,156.4,170.75,195.1,205.3, 225.6,245.9 ,266.15,286
306.7,327.0,347.2,999.0 /* 4381/
1

float delayslé_l [] = /* 16 interactive 1 CI x ht */

107.6,109.5,115.4,120.5,126.0,136.2,146.3,156.5,166.6,195.0,223.4,251.8.230.15.308.6

[Sv]
2
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337.0,365.0,393.7,999.0,/*4361'/
/> 0 1 2 3 4 5 8 7 ] 9 10 11 12 13
14 15 16 */
86.7,88.0, 90.0, 91.8,97.8,104.6,111.4,118.2,125.0, 143.0,162.0, 180.0,197.5,216.0
234.0,252.0,270.0,999.0 /* 4381*/
}:

float delayslé 4 [] = /* 16 interactive 4 CI x ni */

{
145.0,156.2,162.0.173.5,185.1,206.4,227.?,249.0,270.2.292.0.313.0,334.0,355.1,377.0,
398.0,419.0,440.0,999.0,/'4361'/
/* 0 1 2 3 4 5 [} ? 8 3 10 11 12 13
14 15 16 */
102.8.106.0,111.1,112.2,113.3,127.5,142.0,156.2,170.4, 190.2,210.0,230.0,249.2.269.0
288.5.308.2,327.8,999.0 /* 4381/
b

float delayslé 8 {1 = /* 16 interactive 8 CI x hi */

{

232.0,277.7,250.0,276.5,303.0,323.5,344.0.364.3,394.6,408.0,430.5,442.0,476.4,499.0.

522.3,545.0,568.1,999.0,/*4361*/

/* 0 1 2 3 4 5 6 T 8 9 10 11 12 13
14 15 16 */ .
106.0,120.0,133.3,145.0,156.0,158.0,180.0,192.0.204.0,219.0,233.0,247.0,261.0,276.0,
290.0,304.0,313.0,999.0 /* 4381/

¥:

float cost{] = {300.0, /=436l */

700.0}; /%4381 */
iat backbone(links}=(0}; /* backbone assigned to link i */
/* total 90 */

/%48 - 11
24 - hi
18 - ¢i */
int /% ngeshi{links]={ 0, O, o, g, 8, 16 },
nsesii[links]={ 16, 16 , 16 ,0, 0,0 1}
ngesci[links]={ 0, 0, 0, 8,8, 2% ;% /*6 sites allocation vector of flow

/* nseshi{links]={ 9, 0, 12, 12 },
nseslif[iinks]={ 16, 16 , 8 .8 1,
nsesci(links]={ 4, 4, 5, 3} : 4 sites allocation vector of flows to links*/

nsﬂshi[linkﬂ]-(l; 1, 1, 1, 1, 5, 5, 5,5, 5 1,
nsesli[links]-{ﬂ, 9, B 081 8, Q. a, ol Ol 0},
nsesci[links]={2, 2, 2, 2, 2, 2, 2, 2, 2 2} /*10 sites*/: /* allocation vector
int deltci =1,
deltht = 1,
deltll = 4;
cmax:
float delaylink(seshi,sesli,sesci.backbone)
int seshi,sesli,sesci,backbone:

[Ev]
S
w
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{
int i-
if (backbone == -1) {
printf ("INVALID INDEX IN DELAYLINK no backbone\n"):;
exit();
}

i = (maxss*backbone+seshi):
/* printf("delaylinks seshi = %d sescl = %d sesli = %4 backbone = %d
seshi, sesci, sesli, packbone); */

18 (1L >3% 11 (1<0) ) |
printf ("INVALID INDEX IN DELAYLINK\D"):
exit();

}
switch (sescl)
{
case 0:
case 1:
switch (sesli)
{
case O:return delaysQ 1(1}; break;
case 4:return celays4 1(1]; break:
case S:return delays® 1[i]:; break;
case l2:return delaysl2 1(i]: break:
case l6:return delaysl6_l(i]:; break:

/* case 20:return delays20_1(i]: break:
case 24:return delays2d4_1{i]; break;
case 28:return delays28_1(i}; break:
case 32:return delays3d2 1[i]; break; */
default: /* printf("invalid sesli\n"):

exit();*/
return (delayslé 1[i]*2): break:

H
break:
case 2:
switch (seslli)
{
case O:return delaysC_2[i]: break:
case 4:return delays4 2(1); break:
case 8:return delays8 2(1]: break;
case l2:return delaysli2 2(i]: break:
case 1l6:return delayslé _2(i]: break:
/* case 20:return delays20_2[1]): break:
case 24:return delays2d4_2(i); break;
case 28:return delays28_2({i]: break:
case 32:return delays32 2({i]; break; */
default:/* printf{"invalid sesli\n");
exit{); */
return (delaysl6é 2({i]*2): break:
}
break;:
case 3:
switch (sesli)
{

LJ
[
.

\n*,
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case O:return delays0_3{i]; break:
case 4:return delays4 3[1i); break;
case 8:return delays8_3([i]): break;
case 1l2:return delaysl? 3(1]; break:
case l6:return delayslé_3(1]; break;

/* case 20:return delays20_3[i]; break;
case 24:return cdelays24 3(i]: break;
case 28:return celays28_3(1]; break:
case 32:return delays32 3[i]: break; */
default:/* printf{"invalid sesii\n"};

exit(); */
return {(delayslé_3[i]*2); break:
t
break;
case 4:
switch (sesli)

{
case 0:return delaysQ_4[i]; break:
case 4:return delays4_4[i]; break;
case 8:return delays8 4(1]; break:
case 12:return delaysl2 4{i]: break;
case l6:return delayslé_4[1]; break;

/* case 20:return delays20_4(i]; break:
case 24:return delays24 4(i]; break;
case 28:return delays28_4(1]; break;
case 32:return delays32 4(1]; break; */
default: /* printf("invalid sesli\n");

exit();*/
return (delayslé _4(1]*2); break:
}
break:
case 5:
switch (sesli)

{
case O:return delays0_5(i]: break;
case 4:return delays4_5{1]; break;
cage B:return delays8 S[1]; break;
cage 12:return delaysl2 S5[i]; break:
case l6:return delayslé_5[1]; break;

[* case 20:return delays20 5(1]: break:
case 24:return delays24_S5S(i]; break;
case 28:return delays28_5(i); break;
case 32:return delays32 5{i]: break; */

default: /* printf("invalid sesli\n®};:
exit():*/
return (delayslé _5(i]+*2}; break;
}
break;
case 6:
switch (sesli)

{
case 0:return delays0_6[i]; break:
case 4:return delays4 6[i]; break;
case 8:return delays8_6([i]; break;
case 12:return delaysl2 6[1l}; break;
case 16:return delayslé_6&(i]: break;

3]
(S,
ot



main.c
Sunday,

',fw

}

July 24, 1988 12:42 PM

case 20:return delays20_6[1i); break;
case 24:return delays24_6(1); break;
case 28:return delays28_6(l]; break:;
case 32:return delays32_6{i]); break; */
dafault: /* printf{"invalid sesli\n");
exit();*/
return (delayslé 6[1]*2); break:

break:

case
SWit
{

/™

}

7:
ch (sesli)

case O:return delaysQ 7(1i]; break;
case 4:return delays4_7(1]: break;
case 8:return delays8_7{i]; break;
case l2:return delayslz 7[i]:; break:
case l6:return delayslé_7[1]; break;
case 20:return delays20_7[1]; break;
case 24:return delays24_7([1i]: break:
case 28:return delays28 7{i]; break:
case 32:return delays32_7{i]; break; */
default: /* printf{"invalid sealil\n®):
exit{);*/
return (delayslé_7([i]*2): break;

break;

case

a:

switch (sesli)

{

Vi

}

case 0O:return delaysO_B(1i): break;
case 4:return delays4 8(i}: break;
case 8:return delaysd 8(1); breakx:
cagse 12:return delaysgl2 8(i]:; break:
case 16:return delaysl6 8({i]): break:
cage 20:return delays20 8[i]; break:
case Z4:return delaysz4_8[i): break;
case 28:return delays28_8(i}; break;
case 32:return delays32 8(i); break: */
default; /* printf("invalid sesli\n");
exit():*/
return {delaysl6 8{i]*2); break:

break:
default:

3
{

/*

witch (sesll)

case O:return (delaysQ_8[1i]*2}; break;
case 4:return (delays4_8([1]1+*2): break;
case 8:return (delays8 8(i]*2): break;
case 12:return (delaysl2 8(i)*2); break;
case l6:return (delaysl6_B8(i])*2); break;
case 20:return delays20_8[i)*2); break:
case 24:return delays2d 8(i]*2; break;
case 28:return delays8 8({i)*2; break;
case 32:return delays32 8{i]*2: break; */
default: /* printf{"invalid sesli\n"};

[ ]
[~
(o]
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exit(1i*/
return (delayslé_B[11*2): break;

}

/* calculate the rotal response time*/
float rctl)

fFlpat ttotal,temp:
int i,a:
ttotal = .0;
for (L =0:; 1< 1inks : 1++} {
/*sessicons, backbone current allocated*/

if ( (packbonefi] !'= -1y ) | .
a = nseshi[l] + nsesli(il *+ nsescli[i] ¢
temp = delaylink(nseshi[i],nsesli[i},nsesci[i],backbone[i]):
/* printf("temp = af a= ¥d\n",temp,al:*/ ’
fprint:(outfile,"temp = %f a= %d\n",temp,a};
ttotal += temp*a;

}

}
return ttotal!
t

/* flow deviatlon alg. for BCL */
float £d{)

int k,a,1,imax,imin;

float dt,temp,ttotal,max,min,
totalant,/* total response time in previous iteration *f
dthi[links], /* derivatives of response time */
deli[links),
dtci[links);

int ccontt = 0;/* number of steps*/

totalant = 100000.0:
for (: & ¥ ¢
ccontt++
/* printf({"Tant = 4f \n",totalant);*/
ttotal = rt{);
/* step 1 -— stop rule */
if ( { ttotal - totalant y >0 ) 1
if ((nseshi[imax} < 0} 1| {nsesct{imax] < 31 I} (nsesli[imax} < 0)}

switech (k)
{
cage 1:
nseshi {imax] +=delthi
nseshi{imin] -=delthi
break;
case 2:

12
(3]
-3
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nsesli[imax] +=deltli :
nsesli[imin] -=deltli
break;
case 3:
nsesci[imax] +=delteci
nsesci[imin)} =-=deltci
break;
default:printf ("Something is stinking\n"}:
}
ccontt = 21;
}
fprintf (ourfile, "RESPONSE TIME IS INCREASING Tant = %f"
,totalant});
printf ("RESPONSE TIME IS INCREASING Tant = %f ", totalant):
printf("T = %f\n",ttotal):
fprintf{outfile, "T = %f\n", ttotal);
printf ("stop --- tteotal-- converges in %d steps \n",ccontt);
for{ 1 =0 ; 1 < links ; i++)
fprintf{outfile, "op. %d (sehi=%d sesli=%d sesci=%d ,bb= %d) ‘\n®,
i,nseshi[l],nsesii[i],nsesci[l],backbonei{l]);

1f (¢ccontt > osci) return ttotal;
elge fprintf(cutfile, "Try to get cut of local minima++++\n"});
}
/* printf{"step 2 \n--=-=-ttotal = %f ",ttotal):*/
fprintf{outfile, "delay = %f\n",ttotal};
if { { ( totalant - ttotal ) < 0.1 ) &&{ {ttotal - totalant) < 0.1) }{
printf("T = 3f\n", ttotal):
fprintf(outfile, "Converges in %d steps(epslon) Optimal delay = %f\n",cc
printf{"stop --- ttotal-- converges in %d steps \n",ccontt):
for{ 1 = 0 : 1 < links : i++)
fprintf{outfile,"op. %d (sehi=%d sesli=%d sesci=%d ,bb= 3d) \n",
i,nseshi{l),nsesli[i],nsesci(Li],backbone(i}}:
return ttotal;
}
totalant = ttotal;
/* calculate the minimum and maximum deliay link using the numerical deri
min = 32767.0:
max = 0.0;
for (1 =0 ; 1 < links ; i++) {
a = ngeahi (i} + nsesli{i] + nsesci[l]:
1f (a <=0 ) {
dt = 32767.0 ;
}
elss {
temp = delaylink(nseshi[i],nsesli(i],nsesci(i],backbone(i]} :
dthi[i] = (delaylink((nseshi{i]}+delthi),nsesli(i], nsesci(i],
backbone[i]) - temp)*nseshi(i]/delthi:
dthi(l]) += temp:
dtlifi] = (delaylink(nseshi[i], (ngesli[i]+deltli),nsesci[i],
backbone([i]) - temp)*nsesli[i]/(deltli
dtli[i] += temp;
dtei{l] = (delaylink(nseshi[i],nseslili], (nsesci(i)+deltel),
backbone{i]) - temp)*nsesci(i)/deltci:
/* printf(me*errdrci[%d] = £ ***re\nT, i, dtel(i]) i/
dtci[i] += temp:

)
[
Qo
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}

}

/* printf("derivative = %f, %f, %f, \n",dthi (1], dedid], dtel{i]); */
fprintf (cutfile, "derivative = %, %f, %f, \n",dehif1],dt14[L],dtet

/* dtmin = { dthi{i] < dt1i(i) 2

( (dthi[i] < dtedi(i]) ? dthi[i):dtei(i] )

( {dtli{i] < dtei(i]) ? <tli(i}:deci[i] )
) 2

dtmax = (dthi[i] > deli{i] ?

( (dthi[i] > dteifd]) ? dthi(i]:dtci[i] )

( (dtlifi) > gtei(di]) ? dtli[i]:dteifi] }
Yo o*/

dt = dtcif{i)+dtli[i]+dthi[i);

if (dt < min) {

/* printf(“change previous = %d current = %4 \n",imax,i); */
imin = §;
min = dt;

If ((dt > max) && (dt < 32767.0)) {

}

/* printf("change previous = %d current = %d \n", imax,{):+/
imax = 1;
max = dr;

/* step deviate delta from the maximum delay link to the minimum delay */
if ( (imin == imax) ) {

}
if

{

printf("T = %f\n",ttotal);
fprintf(cutfile, "Converges in %d steps max = min T = $f\n", coontt, tto
printf("step bottom --- nochange—- converges in %d steps \n",ccontt)
for( i =0 ; 4 < links ; i++) {
fprintf(outfile, "optimal design site %d (sehi=&d sesli=%d sesci=y
,i,nseshi[i],nsesli[il,nsesci[i],backbone[i]):
printf ("optimal design site %d (sehi=%d sesli=%d sesci=id D=%d
si,nseshi[i],nsesli[i],nsesci[l] ,backbone[i]);
}
return ttotal;

(backbone [imax] == -1} || (backbone[imin] == -1} } {

printf(“error backbone selected as max or min has no flow assigned\a”):
fprintf(outfile, "error backbone selected as max or min has no flow assi

exit {);

if ( dthi(imax] >m
(dtlifimax]) > dteilimax} ? dtli(imax] : dtci(imax]) ){

printf(*deviates from class hi from %*d to $d\n", imax, imin};
fprintf(outfile, "deviates from class hi from %d to sd\n”, imax, imin) ;

k=1
nseshi [imax] =-=delthi :
nseshi[imin] +=delthi :
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} else 1f (dtli[imax] >=
{dthi[imax] > dtci[imax] ? dthi{imax] : deei(imax]) ) {
printf ("deviates from class i from %d to sd\n", tmax, imin) ;
fprintf (outfile, "deviates from class 1i from %d to sA\n", imax, imin);
k=2
nsesli(imax] -=deltli
nsesli{imin] +=deltli :
lelse if (dteilimax] >=
(dtli[imax] > dthi(imax] ? dtli(imax] : drhd [imax]) ) {
printf("deviates from class cifrom %d to %d\n", imax, imin) ;
fprintf (cutfile, "deviates from class cifrom %d to %d\n", imax,imin):

k = 3;
nsesci[imax] -=deltci
nsesci(imin] +=deltci
} else {
printf ("NO deviation ----= ERRORAn dei %f dhi 8f dhil %3f \n",dthi[imax],
dtel (imax],dtld [imax]);
fprintf (outfile, "NO deviation -—=- ERRORAN dcl %f dhi %f ghi %f \n",dt
dtel(imax],dtli{imax));
exit ()
}
a = ngeghi[imax] + nsesliiimax] + nsesci[imax] :
if (a == Q) backbone[imax] = -1;

}

float ca(}
{ .
float tcost = 0.0;
float ttotal,

I,

temp,

max;
int a,i,b,imax;

/* compute minimum fit assigrment and total cost */
for (L = 0 ; 1 < links ; 1i++) {
a = ngeshi[i] + nsesli[i]) + nsesci(i] :
if (a==0) {
printf ("no backbone in link = %d \n",1i};
backbone([i] = -1:
}
else {
printf ("backbone assigned to link %¥d\n a = %d\n",i,a);
backbonei{i] = 0;
tcost += cost([d]!
}
H
for (: ¢} {
ttotal = rt(}:
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/* printf(*delay = %f cost = %f \n",ttotal,tcost); */
fprintf (outfile,"delay = %f cost = %f \n",ttotal,tcost):

if {(tcost >= cmax) |
printf ("PROBLEM UNFEASIBLE\n"):
fprintf(outfile, "PROBLEM UNFEASIBLE\n"™);
return ttotal;

t

tf (ttotal < tmax) {
printf("-——-—- suboptimum capacity assignment is :\n"):
/* for (1 =0 ; 1 < links ; i++) |
printf£{"b[ %d | = %d \n",!i,backboneli]}:
fprintf (outfile,"b[ %d | = %d \n",i,backbene(i]):
J*/
return ttotal; /* problem feasible and capacity assignment 1s suboptimum
}
rmax = -=1;
imax = =-1;
for (1 = § ; 1 < links ; 1++) {
if ( (backbone{i] == maxb) ) r = 0.0 !
else { -
temp = delaylink(nseshi([i],nsesli(i],nsesci(i] ,backbone(i]} :
r = (delaylink((nseshl(i]+delthi), (nsesli[i]+deltll), (nsescit{i]+delt
backbone(i]) - temp):
b = backbone[l]:
r /= cost[b+l] - cost(bj:
}
/* printf("r = &£ \n",r); */
/* fprintf{outfile,”r = %f \n",r); */
if (r > rmax)} {
/* printf("r = %f rmax = %f \n",r,mmax); */
imax = i;
max = r;
}

}
if ( ( imax == =1} || ( rmax == 0.0} } |

/* printf(™no improvement possible\n™); */
for (1 =0 ; 4 < links ; i++) (
printf (*b[ %d ] = %4 \n",1i,backbone(1]}:
fprintf{outfile, "] %d | = 3d \n",1,backbone[{}};
}
return ttotal;
;
teost -= (cost[backbone[imax]l):
backbone [imax] ++;
tcost += (cost[backbone(imax]]):
printf("tcost » =m———fEf\n",tcost):;

main ()

{
int i,3;
fleat t,tp:
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cutfile = fopen{"analgus", "w"™);

/* Initialize delays ' interpolatiocn*/

for (L =0; L < 36 ; 1++) {
delaysC_2{i] = (delays0_l(i] + delays0_4(i)) / 2.5 :
delaysQ_3[i] = [(delays® _2(1i] + delays0_4({L)y / 2 ;
delays0_6[{i] = (delaysC_8(i] + delays0 4{i]} / 2 ;:
delays0_S5([i] = (delays® 6[i] + delaysQ 4(i)) / 2 ;
delays)_7(i] = (delaysQ 6(i] + delays0 8[i]) /7 2 ;
delays4 2[1i] = (delaysd_l[i] + delaysd_4(i)) / 2.5 :
delaysd 3([i] = (delaysa_2[i] + delays4_4{i]} / 2 ;
delays4_6[i] = (delaysd 8[i] + delaysd_4[1]) / 2 ;
delaysd_5(1] = (delaysd 6([i] + delaysd 4[i]) / 2 ;
delaysd4_7[i] = (delays4 6[1] + delaysd 8[i]) / 2 ;
delays8_2({1{] = (delaysB_1[1] + delays8 4{L]) / 2.5 ;
delays8_3[1] = (delaysB8_2[i] + delays8_4{i]}) / 2 ;
delays8 6(i] = (delaysB8_B{i] + delays8_4(i]} / 2 :
delays8 S5[i] = (delaysB_6(i) + delays8 4[1]) / 2 :
delays8_7(i] = (delays8 _6[i] + delays8 8(1]) / 2 ;
delayslé 2[i] = (delayslf_L[1] + delayslé 4(1]) / 2.5 ;
delaysl6é_3[i] = (delaysl6_2(i] + delaysl6 4[i]) / 2 :
delayslé _6{i] = (delayslé_8[i] +-delayslé 4(i]) / 2 :
delayslé S[L] = (delaysi6 6(i] + delayslé_4([i}) / 2 :
delaysl6é_7[1] = (delayslé &[i] + delayslé 8([i]) / 2 :
delaysl2 1[i] = (delays8 1(i] + delayslé 1(i})) / 2:
delaysl2 4(i] = (delays$_4(1] + delayslé 4(i]y / 2:
delayslZ 8[i] = (delays8_8(i] + delaysl6 B[1]) / 2:
delaysl2 2[1] = (delaysl2 1{i) + delaysl2 4(1i]) / 2.5 ;
delaysl2 3{i) = (delaysl2 2(1] + delaysl2 414)) / 2 :
delaysl2 6(i] = (delaysl2 8[i] + delaysl2 4[i}} / 2 ;
delaysl2 5[i] = (delaysi2 6[i] + delaysl2_4[i]} / 2 ;:
delaysl2 T(i] = (delaysl2 6(i] + delaysl2 B8[i]) / 2 :

i

/*  printf ("BEGIN~—-==\n"); */
for {(cmax = 7000; cmax >=3000;cmax-=400) {
t = 32000;
tp = 32767.0:
for{ ; ( (t > tmax) && {tp - t) > epslon} = ) {
tp = t;
for (j=0; j<links;j++) {

printf("initial conditions on site %d ** ci= 3d hi = %d 1i = L LA LAY L

+J.nsesci(]], nseshi(]],nseslif4]):
fprintf(outfile,”initial conditions on site %d ** ci=
rJ.nsesci[3], nseshi(3],nsesli[j});

[~
w
(3]

%d hi =

%d 11 = $de~
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t = ca(:
/* printf(" END ___ CA Phase\n-------=-cee== "y %/
fprintf{outfile,"T = %£f\n",t);
printf ("T = %f\n",t%):
t = £d4():
printf("™ END __  {d Phagse\n-——-—-moooeen "y

for( L =0 ; i < links ; i++) {
fprintf{outfile,"optimal design site %d {sehi=%d sesli=%d sescl=%d ,besd
+i,nseshi[i],nsesli[i]),nsesci(1i],backbone[i]);
/* printf ("optimal design site %d {sehi=%d sesli=id sesci=%d ,b=

si,nseshi[l),nsesli(i]j,nsesci{i] ,backbone(i}): */
}

printf ("ANOTHER ONE\n™}
fprintf (outfile, "ANCTEER ONE\N");

if ({tp - t)} <= epslon}
if (t > tmax) {
printf ("converges to local minimut -- greater than tmax\n®):
fprintf(cutfile,"converges to local minimum -- greater than tmax\n"):
}
else {
printf("converges to local minimum -- less than tmax\n"):
fprintf (outfile, "converges to local minimum -- less than tmax\n");



4¢2800)uni
Friday, July 22,

initial conditions on
initial conditions on
initial conditions on
initia! conditions on

sita
sitle
site
site

temp = 211.449997 o= 22
tenp = 211.449997 o= 22
temp = 239, 7743994 o= 23
temp ® 239.774904 am 23

delay = 20333.449219

cost

temp = 211,.449997 o= 22
temp = 211 449397 ae 22
tamp = 140 037491 o= 23
temp = 239.7749%4 a= 23

deiay

= 18039 .480328 cost

tamp = 211,.449997 o= 22
tamp = 211,.449997 a=» 22
tamp = 140 03749t o= 23
tamp = 140.037491 o= 23

deiay = 157435 3524414

cost

tamp = 130.549994 ow 22
temp = 211.449997 o= 22
tenp = 140.037491 a= 23
tamp = 140,.037401 o= 23

dalay

= 13967 .923828 cost

temp = 130.849904 a= 22
temp = 130.540004 o= 22
tenp = 140,.037491 a= 23
temp = 140.037491 a= 23

deloy = 12190 .324219
PROBLEM UNFERSIBLE
T = 12190.324219

cost

0
| e
2
3 *

1988 6:27 PN

ciw
cim
cim
cim

4 hi
4 hi
S hi
S hi

= 1200, 000000

= 1600, 000000

= 2400. 000000

= 2800. 000000

PO

234

1 Zwn
12
12w
12w

Page |



HD:..:sub:4(1200-2800) sub

Sunday, July 24, 1988 11:49 AM

initial conditions on site 0 ** ci=
initial conditions on site 1 ** ci=
initial conditions on site 2 ** cla
initial conditions on site 3 ** ci=

temp = 145.000000 a= 20

temp = 145.000000 a= 20
temp = 328.200012 a= 25
temp = 328.200012 a= 25

delay = 22210.000000 cost = 1200.000000

PROBLEM UNFEASIBLE

T = 22210.000000

temp = 145.000000 a= 20

temp = 145,000000 a= 20

temp = 328.200012 a= 25

temp = 328.200012 a= 25

delay = 22210.0000GC

derivative = 145.000000, 29¢.000000,
derivative = 145,000000, 29¢.000000,
derivative = 551.700012, 342,506256,
derivative = 551,700012, 342,5062%56,
deviates from class hi from 2 to 0O
temp = 156.199997 a= 21

temp = 145,000000 a= 20

temp = 309,637512 a= 24

temp = 328.200012 a= 25

delay = 21816.500000

derivative = 162.000000, 312,399994,
derivative = 145,000000, 230.000000,
derivative = 513, 825012, 322.478119,
derivative = 551.700012, 342.506256,
deviates from class hi from 3 to 1
temp = 156.199997 a= 21

temp = 156,199997 a= 21

temp = 3109,637512 a= 24

temp = 309.637512 a=a 24

delay = 21423.000000

derivative = 162,.000000, 312,3999%4,
derivative = 162.000000, 312.399994,
derivative = 513.825012, 322.478119,
derivative = 513.825012, 322.478119,
deviates from class hi from 2 to 9
temp = 162.000000 a= 22

temp = 156.199997 a= 21

temp = 291.000000 a= 23

temp = 309.637512 a= 24

delay = 20968.500000

derivative = 185.000000, 324.000000,
derivative = 162.000000, 312.39999%4,
derivative = 477.375122, 303.843750,
derivative = 513,825012, 322.478119,
deviates from class hi from 3 to 1
temp = 162.060000 a= 22

temp = 162.000000 a= 22

temp = 291.000000 a= 23

temp = 291.000000 a= 23

delay = 20514.000000

4 hi
4 hi
5 hi
3 hi

232,
232.
475,
475.

277.
232.
.574890,
475.

277.
277.
453,
453.

250
277

453

Q
9
12
12

geooaa,
0co00¢,
700012,
700012,

700073,
coacoeo,

700612,

700073,
700073,
574890,
574890,

.gooooco,
.700073,
431.

ccocco,

.574890,

11 = 16*w
1L = LG+
li = B!ﬁt
1L = gree

Page 1



HD:..:sub:4(1200-2800) sub Page 2
Sunday, July 24, 1988 11:49 AM

derivative = 185.000000, 324.0000C0, 250.000000,
derivative = 185.000000, 324.000000, 250.000000,
derivative = 477.375122, 303.843750, 431.000000,
derivative = 477.375122, 303,843750, 431.000000,
deviates from class hi from 2 to 0

temp = 173.5Q000C a= 23

temp = 162.000000 a= 22

temp = 272,325012 a» 22

temp = 291.000000 a= 23

delay = 20238.650391

derivative = 208,300018, 347.000000, 276.500000,
derivative = 185,000000, 324.000000, 250.000000,
derivative = 440.399902, 284.493744, 408.449830,
derivative = 477,375122, 303.843750, 431.000000,
deviates from class hi from 3 to 1

temp = 173.500000 a= 23

temp = 173.500000 a= 23

temp = 272,325012 a= 22

temp = 272,325012 a= 22

delay = 19963, 300781

derivative = 208,300018, 347.00C000, 276.500000,
derivative = 208,300018, 347.000000, 276.500000,
derivative = 440,399902, 284.493744, 408.449890,
derivative = 440.399902, 284.493744, 408.449890,
deviates from class hi from 2 to 0

temp = 185,100006 a= 24

temp = 173,500000 a= 23

temp = 253,725006 a= 21

temp = 272,325012 a= 22

delay = 19752,275391

derivative = 270.29%9957, 370.200012, 303.000031,
derivative = 208,300018, 347.000000, 276.500000,
derivative = 402,525055, 264.593774, 386.349976,
derivative = 440.399902, 284.493744, 408.449890,
deviates from class hi from 3 to 1

temp = 185.100006 a= 24

temp = 185.100006 a= 24

temp = 253.725006 a= 21

temp = 253,725006 a= 21

delay = 19541.251953

derivative = 270,2999%57, 370.200012, 303.000031,
derivative = 270.299957, 370.200012, 303.000031,
derivativea = 402.525055, 264.993774, 386.34997§,
derivative = 402.525055, 264.993774, 386.349976,
deviates from class hi from 2 to O

temp = 206.399994 a= 25

temp = 185.100006 a= 24

temp = 238.250000 a= 20

temp = 253,725006 a= 21

RESPONSE TIME IS INCREASING Tant = 19541.251953T = 19695, 625000
op. 0 (sehi=5 sesliw=lé sesci=4 ,bb= 0)

op. 1 (sehi=4 segli=l6 sesci=4 ,bb= ()

op. 2 (sehi=7 sesli=8 sesci=5 ,bb= 0)

op. 3 (sehi=8 sesli=B sesci=5 ,bb= 0)

Try to get out of local minima++++

delay = 19695.625000



HD:..:sub:4(1200-2800) sub Page 3
Sunday, July 24, 1988 11:49 AM

derivative = 312,3%00024, 412,799938, 323,300031,
derivative = 270.299957, 370.200012, 303.000031,
derivative = 346.575043, 248.143738, 373,499939,
derivative = 402.525055, 264.993774, 386.34%975,
deviates from class hi from 3 to 1

temp = 206.3999%4 a= 25

temp = 206.399994 a= 25

temp = 238,250000 a= 20

temp = 238.250000 a= 20

RESPONSE TIME IS INCREASING Tant = 19695, 625000T = 19850.000000
op. 0 {(sehi=5 gesli=lf sesci=4 ,bb= 0}

op. 1 (sehi=35 sesli=16 sesci=4 ,bb= Q)

cp. 2 (sehi=m7 sesli=8 sesci=5 ,bb= 0)

op. 3 (sehi=? zesli=B sesci=5 ,bb= Q)

optimal design site O (sehi=5 sesli=l6 sesci=4 ,b=()
optimal design site 1 (sehi=5 gesli=16 sescim4 ,b=0)
optimal design site 2 (sehi=? sesli=§ sesci=5 ,L=0)
optimal design site 3 (sehi=7 sesli=8 sesci=S ,b=0)
ANCTHER ONE

initial conditions on site O ** cim 4 hi = 5 11 = LG+«
initial conditions on site 1 ** cim 4§ hi = 5 1i = 1g**r
initial conditions on site 2 ** cim S hi = 7 14 = Brw
initial conditions on site 3 ** ci= S5 hi = 7 1i = 84w

temp = 206.399994 a= 25

temp = 206.393994 a= 25

temp = 238.250000 a= 20

temp = 238,250000 a= 20

delay = 15850.000000 cost = 1200.000000
PROBLEM UNFEASIBLE

T = 1985%0.000000

temp = 206,399994 a= 25

temp = 206.39999%4 a= 25

temp = 238.250000 a= 20

temp = 238.250000 a= 20

delay = 19850.000000

derivative = 312.300024, 412.799988, 323.500031,
derivative = 312,900024, 412.799988, 323.500031,
derivative = 346.575043, 248.143728, 373.499339,
derivative = 346.575043, 248.143738, 373.499939,
deviates from class 11 from 0 to 2

temp = 192.799988 a= 21

temp = 206.399994 a= 25

temp = 258.037476 a= 24

temp = 238,250000 a= 2¢

RESPONSE TIME IS INCREASING Tant = 19850,000000T = 20166.639219
op. 0 {sehi=5 sesli=]2 sesci=4 ,bb= ()

op. 1 {sehi=5 sesli=16é sesci=q4 ,bb= 0)

op, 2 (sehi=7 gesli=l2 sesci=S ,bb= ()

OP. 3 (sehi=? sesliaf sesci=5 ,bb= ()

Try to get out of local minima++++

delay = 20166.699219

derivative = 286.050049, 203.000000, 307.549988,
derivative = 312.300024, 412.739988, 323.500031,
derivative = 385.612732, 272.878113, 397.724976,
derivative = 2346.575043, 248.1437238, 373.499939,
deviates from class cifrom 2 to O



ED:..:sub:4{1200-2800) sub Page 4
Sunday, . July 24, 1988 11:49 AM

temp = 221.487488 a= 22
temp = 206.399334 a= 23
temp = 230.100006 a= 23
temp = 238.250000 a= 20

delay = 20090.023438

derivative = 312.925018, 232.128128, 364,524988,
derivative = 312.900024, 412.799988, 323.500031,
derivative = 360.300049, 244.274994, 341.849884,
derivative = 346,575043, 248.143738, 373.439939,
deviates from class 1li from 1 to 0

temp = 235.675003 a= 26

temp = 192.799988 a= 21

temp = 230,100006 a= 23

temp = 238.250000 a= 20

RESPONSE TIME IS INCREASING Tant = 20090.023438T = 20233,648438
op. 0 (sehi=>5 sesli=l6 sesci=5 ,bb= Q)

op. 1 (seni=5 sesli=12 sesci=4 ,bb= 0)

op. 2 (sehi=? sesli=1? sesci=4 ,bb= 0O}

cp. 3 {(sehi=7 gesli=8 sesci=5 ,bb= 0)

Try to get out of local minima++++

delay = 20233.648438

derivative = 341.174957, 471.350006, 382.050049,
derivative = 286.050049, 203.000000, 307.549%88,
derivative = 360.300048, 244.2749%4, 3141,849884,
derivative = 346.575043, 248.143738, 373.499939,
deviates from class 11 from 0 to 1

temp = 221.487488 a= 22

temp = 206.39%994 a= 23

temp = 230.100006 a= 23

temp = 238.250000 a= 20

delay = 20090.023438

derivative = 312.925018, 232.128128, 364.924988,
derivarive = 312.9300024, 412,799988, 323,500031,
derivative = 360.300049, 244.27499%4, 341.849884,
derivative = 346,575043, 248.143738, 373.499939,
deviates from class 1t from 1 to 0

temp = 235.675003 a= 26

temp = 192.799988 a= 21

temp = 230.100006 a= 23

temp = 238.250000 a= 20

RESPONSE TIME IS INCREASING Tant = 20090.023438T = 20233.648438
op. 0 {sehi=5 sesli=16 sesci=5 ,bb= 0)

cp. 1 (sehi=5 sesli=12 segci=4 ,bb= 0}

op. 2 (sehiw=? sesii=12 sesci=4 ,bb= 0O)

op. 3 (sehi=7 sesli=8 gesci=5 ,bb= 0)

Try to get out of local minima++++

delay = 20233.648438

derivative = 341.174957, 471.350006, 382.050049,
derivative = 286.050049, 203.000000, 307.549988,
derivative = 360.300049, 244.274994, 341,849884,
derivative = 346.575043, 248.143738, 373.499939,
deviates from class 1i from 0 to 1

temp = 221.487488 a= 22

temp = 206.399994 a= 25

temp = 230.100006 a= 23

temp = 238.250000 a= 20



4(2800>hopet

Friday,

initial conditions on site 0 ** ci= 4 hi
initial conditions on site 1 ** ci® 4 hi
initial conditions on sita 2 *% ci= S hi
initial conditions on site 3 ** ci= 3 hi

tamp =
tamp =
temp =
temp =

delay

temp =
tamp =
tamp =
tamp =

deloy

tamp =
tanp =
tamp =
tamp =

deiay

temp =
tetp w
tanp =
tamp =

deloy

tamp =
tanp =
tamp =

Lamp
delay

July 22, 1988 8:30 PM

0
0
12
12
14'5.000000 a= 20

14%.000000 o= 20

328.200012 o= 2%

328.200012 o= 25

= 22210.000000 cost = 1200, 000000
102.800003 a= 20

145.000000 o= 20

328.200012 g= 23

328.200012 a= 23

= 21366 .000000 cost = 1600.000000
102.800003 o= 20

102.800003 a= 20

328.200012 a= 23

329.200012 o= 29

a 20%522.000000 cost = 2000 . 000C00
102.800003 o= 20

102.800003 o= 20

226 887512 a= 23

328.200012 o= 23

= 17999187500 cost = 2400.000000
102.800003 o= 20

102.800003 a= 20

226.887512 o= 29

2265.887%12 o= 23

= 15456 .375000 cost = 2800.000000

PROBLEM UNFERSIBLE

T = 15436.375000

temp = 102.800003 o= 20

tamp = 102.800003 o= 20

tenp = 226.887312 o= 23

temp = 226.887512 o= 28

delay = 15456.375000 -

derivative = 102.800003, 205 .800006, 108.000013,
derivative = 102.800003, 203.600008, 106 . 0000 15,
derivative = 473, 737368, 233,20312%, 202.324982,
derivative = 473.737368, 233.20312%, 292.324982,
deviotas from class hi from 2 to Q

tenp = 106.000000 o= 21

temp = 102.800003 o= 20

temp = 208.225008 o= 24

temp = 226.887312 o= 29

dalay = 14903.507891

derivative = 111009008, 212.000000, 120.000000,
derivative = 102.900003, 205.500006, 108.000013,
derivative = 433.31291, 213.231282, 272.349976,
derivative = 475.737368, 233.20312%, 292.324982,
deviates froa class hi from 3 to |

tamp = 106,000000 o= 21

tamp = 106.000000 o= 21

tanp = 206.223006 o= 24

temp = 208.225008 o= 24

delay = 14350.800781

derivativa = 111.099008

212.000000, 120.000000,

Gerivative = 111.099999, 212.000000, 120.000000,

derivative = 433.312573

213.2312082, 272.349978,

derivative = 433.31257, 213.2312082, 272.349970,
deviates from class hi from 210

tabp
temp
tamp
tamp

111,090998 o= 22
106.000000 o= 21
195.399984 o= 29
206.225008 o= 24

[i = (Geww
i = (G%e.
1j = gesm
Ji = Qe

Paga 1



4(2800)hopat Page 2
Friday, July 22, 1988 8:30 PN

delay » 13883,800781

dearivetive = 113.200093, 222 199997, 133_3299968,
derivative = 111.009998, 212.000000, 120.000000,
derivative = 393,.850118, 1Q92.987488, 232.400040,
darivative = 433.512373, 213.231262, 272.349978,
deviatas from closs hi from 3 to 1

tamp = 111,099998 o= 22

tamp = 111,099998 g= 22

tamp = 195 399994 g 23

tamp = 187 399904 q= 23

dalay = 13416.790803

derivativea s 113.2000093, 222.199997, 133.290989,
darivative = 113.299993, 222.199997, 133.2909089,
derivative = 393.8350116, 192.987489, 232.400040,
derivative = 393.6501168, 192.097489, 2352.400040,
deviates from ciass hi from 2 to 0

tamp = 112, 199997 a= 23

tamp = 111.099998 o= 22

tamp = 184 574997 o= 22

tamp = 183.399004 o= 23

delay = 12909.630391

derivative = 113.300013, 224.300904, 145.000018,
derivative = 113.299993, 222.199997, 133.200989,
derivative = 3351.999969, 172.781230, 232.449082,
derivative = 393.630118, 192.987488, 232,400040,
deviates from cliass hi from 3 to 1

tempy = 112. 190097 o= 23

temp = 112199997 a= 23

tamp = 164.574997 o= 22

temp = 164.3574997 o= 22

defay = 12402.300000

derivative = 115.300013, 224.390004, 143.000013,
derivativa = 113,300013, 224.390004, 145.000013,
derivative = 331.999096Q, 172.781250, 232.449992,
derivative = 331.999969, 172.781250, 232.449982,
deviatas from class hi from 2 to 0

tenp = 113.300003 aw 24

tamp = 112199997 o= 23

tenp = 143, 774004 am 21

tamp = 104 574007 a= 22

deiay = 11939.725580

derivativa = 170.099991, 224 600006, 133.9000683,
derivativa = 113,.300013, 224.399994, 143.000013,
derivative = 310. 173018, 152.331250, 212.650040,
darivative = 351.999009, 172.791250, 232.440062,
deviatas from class hi from 3 o 1

temp = 113.300003 o= 24

temp = 113,.300003 o= 24

tenp = 143, 774004 o= 21

tamp = 143, 74904 o= 21

delay = 11478, 949219

derivativa = 170.099991, 226.600008, 155.999983,
derivative = 170.099991, 226.600008, 153.990003,
derivative = 310, 175019, 132.3531280, 212.650040,
derivative = 310.175019, 1352.3312%0, 212.06350040,
deviates froa class Rl from 2 to O

tamp = 127.50000Q0 o= 23

temp = 113.300003 ow 24

tamp = 135 0082500 ow 20

tanp = 143.774904 o= 2%

RESPONSE TIME IS (MCREASING Tant = 11476.G49219T = 11847, 224609
op. 0 ¢(sehi=3 sesli=il sesci=4 ,bba 1)

op. | (sehi=4 sesli=16 sasci=4 ,bbs 1)

op. 2 (sehi=? sesli=@ sesci=3 ,bb= 1)

op. 3 (sehi=f sesi||=@ sascisl ,bbe 1)



4{2800Yhopa!
Friday, - July 22, 1988 8:30 M

Try to geat outl of local miniaarsss

detay = 11647 224600

derivative = 200.000000, 255.000000, 168.000000,
derivativa = 170.080901, 226.600006, 133.99998S,
derivativa = 190.049957, 143.334381, 193.873000,
derivative = 310.175018, 1352.531230, 212.8350040,
devicdtes from class hi from 3 to 2

tamp = 127.300000 a= 23

temp = 113,300003 a= 24

temp = 143 7740094 o= 21

temp = 138.062300 o= 20

daiay = 11647.2245609

Corvarges in 11 steps{epsion) Optimal delay = 11547 2240609
op. O (sehieS sas|i=16 sesci=4 ,bbm 1>

op. 1 (sehi=d4 ses|i=ib zeasci=4 ,bbs 1)

op. 2 (sahi=8 ses|isd sasci=3 ,bb= 1)

op. 3 (sshi=? seg|i=f gosci=F ,bba 1)

cptimal design site O (sahi=3 sas|i=1d sasci=4  bel)
optima| design site | (sshie4 sasli=10 sascin4  bul)
optimal design site 2 (sehi=8 seas|i=8 sasci=3 , b=t
optimal dasign sita 3 (sehi=? sasii=f sasci=3 ,bel)

Fage 3



HD:..:sub:6{1800-4200) sub
12:30 M

Sunday, July 24,

1388

temp = 91.7350001 a= 11

delay =

Converges in 4 steps{epslon) Cptimal delay

op. 0 {
op. 1
ep. 2 ¢
cp. 3 {
op. 4 (
op. 5 (
optimal
optimal
cptimal
cptimal
optimal
optimal
ANCTHER
initial
initial
initial
initial
initial
initial
temp =
temp >
temp =

8039.390137

seni=3 sesli=12 sesci=3 ,bb= 1)
sehi=3 gesli=12 sesci=3 ,bb= 1}
sehi=3 gesli=12 sesci=3 ,bb= 1}
gegci=4 ,bb= 1)

segci=2
sasci=3
(sehi=3
(sehi=3
(sehi=3
{3ehi=q
{sehi=7
(seni=4

sehi=4 sesli
sehi=7 sesli
sehi=4 sesli
design site
design site
design site
design site
design site
degign site
ONE

conditions
conditions
conditions
conditiona
conditions
conditions

=4
=4
=4

0

1
2
3
4
5

on

on
210
on
on
on

site
site
site
gite
site
site

137.394989 a= 18
137.394989 a= 18
137.394989 a=
152.000000 a=
131.199997 a=
127.020004 a=

= 12346.149414 cost

137.394989 a= 18
137.394989 a= 18
137.394989 a= 18
152.000000 a= 12
83,040001 a= 13
127.020004 a= 11

= 11720.069336 cost

137.394969 a= 18
137.394989 a= 18
137.39498% a= 18
$4.300003 a= 12
83.040001 a= 13
127.020004 a= 11

= 11027.668945 cost

137.39498% a= 18
137.394989 a= 18
137.394989 a= 18
94,300003 a= 12
83,040001 a= 13
81.790001 a= 11

= 10530.139648 cost

91.269997 a= 18
137.394989 a= 18
137.394989 a= 18
94.300003 a= 12
83.040001 a= 13
81.790001 a= 11

[T SR L e

,bb= 1}
,bb= 1}

gesli=12 sesci=l
segli=i2 sesci=3
sesli=12 sesci=3

sesli=4 sesci=dq
seali=4 sesci=2
sesli=4 sesci=3

*% ciw 3 hi =
** ci= 3 hi =
** ci= 3 hi=
** cim 4 hi =
ax cim 2 hi =
** ci= 3 hi =

1800.C00000

2200.000000

2600.0000C0

3000.0000C0

[SV]
iy
[Bv)

MR PO e

/b=1}

D=1}

,o=1)
+0=1)
yb=l)
(b=1)

L0 & W 0 H

= 8039.390137

12%wn
12%mw
12wnw

darwse
g
Quww

Page 51



HD:..:sub:6(1800-4200) sub

Sunday, July

24, 1988 12:30 PM

delay = 9699.889648 cost = 3400.000000

temp = 91.2699

97 a= 18

temp = 91.269997 a= 18

temp = 137.394989 a= 18
temp = 94.300003 a= 12
temp = 83.040001 a= 13
temp = 81,790GC1 a= 11
delay = 8869.639648 cost = 3800. 000000
temp = 91.269997 a= 18
temp = 91.269997 a= 18
temp = 91.269997 a= 19
temp = 94.300003 a= 12
temp = 83,040001 a= 13
temp = 81.720001 a= 11

delay = 8039.
PROBLEM UNFEARE
T = 8039.39012
temp = 31.2699
temp = 91.2699
temp = 91.2699
temp = 94,3000
temp = 83.0400
temp = 81,7900
delay = 8039.3
derivative = 1
derivative = 1

derivative = 1
derivative = 1
derivative =

derivative = 1

390137 cost = 4200.000000
IBLE

T

97 a= 18

97 a= 18.

97 a= 18

03 a= 12

01 a= 13

01 a= 11

90137

05.100021, 95.492493, 134,
05.100021, 95.492493, 134.
05.100G21, 95.492493, 134.
20.300003, 97.900002, 122.

115.239990, 84.980003, 113,

03.950005, 84.565002, 119.

deviates from class cifrom 3to s

temp = 91.2699
temp = 91.2699
temp = 91.2699
temp = 81.73C0
temp =

temp = 94.3000
delay = 8039%.3

97 a= 18
97 a= 18
97 a= 18
01 a= il

83,040001 a= 13

03 a= 12
90137

409988,
409988,
409988,
000015,
849998,
320007,

Converges in 2 steps(epslon) Optimal delay = 8039.390137

op. 0 {sehi=3
op. 1 (sehi=3
op. 2 {(sehi=3
op. 3 (sehi=4
op. 4 (sehi=7
op. 5 (sehi=d

optimal design
optimal design

optimal design

ANOTHER. ONE

converges to local minimum --

gesli=12 sesci=3 ,bb= 1)
sesli=12 seaci=3 ,bb= 1)
gesli=l? sesci=3 ,bb= 1)
sesli=4 sesci=3 ,bb= 1)
segli=4 sesci=2 ,bbe= 1)
gseslim=d sesci=4 ,bb= 1)

site O (sehi=3 sesli=12 sesci=3 ,b=l)
site 1 (sehim3 sesliw=i2 gesci=3 ,b=1)
optimal design site 2 (sehi=3 sesli=12 sesci=3 ,b=1l)
optimal design site 3 (sehi=4 sesli=4 sesci=3 ,b=l)
gite 4 (sehi=7 sesli=4 sesci=2 ,b=1)
cptimal design site 5 (sehi=4 sesli=4 gesci=¢ b=l)

greater than tmax

Paga 52



AD:..:sub:10{7000)hopelast

’

1
1
1
1
1
7

~ )

1

7
7
7

1

7
7

1

1988

site
site
site
site
site
site
site
site
site
site

cost = 3000.000000

WO

7:11 PM

n
&
Arir
i
i
o
LE
L2
W

i

ci=
cl=
cl=
ci=
ci=
cl=
cl=
cla
cim
cim=

RN RN NN NNNRR

cost = 3400.000000

cost = 3§00.000000

cost = 4200.000000

Monday, Octobar 31
initial conditions on
inicial conditions on
initial conditions on
initial conditions on
initial conditions on
initial conditions on
initial conditions cn
initial conditicons on
initial conditions cn
initial conditicns on
temp = 93.559998 a= 1
temp = 93,559998 a= 1
temp = 93,559998 a= 1
temp = 93,559998 a= 1
temp = 93,559998 a= 1
temp = 105.553998 a=
temp = 105.559998 a=
temp = 105.559998 a=
temp = 105.559998 a=
temp = 105,.5599498 a=
delay = 8840.399%414
temp = 93.559998 a= 1
temp = 93.559998 a= 1
temp = 93,559998 a= 1
temp = 93.559998 a= 1
temp = 93.559898 a= 1
temp = 69.639999 a= 7
temp = 105,.559998 a= 7
temp = 17 33998 a= 7
temp = 15..359998 a= 7
temp = 105.559998 a= 7
delay = 8588.959961
temp = 33.559998 a= 1
temp = 93,559998 a= 1
temp = 93.559998 a= 1
temp = 93,559998 a= 1
temp = 93,559998 a= 1
temp = 6£9.639999 a= 7
temp = 69.639999 a= 7
temp = 105.559998 a=
temp = 105,.559998 a=
temp = 105.559998 a=
delay = 8337,518531
temp = 93,559998 a= 1
temp = 93,559998 aw 1
temp = 93.559998 a= 11
temp = 93.559998 a= 11
temp = $3,559998 a= 11
temp = 69.639999 a= 7
temp = £9,63999% a= 7
temp = 69.63999% a= 7
temp = 105.559998 a=
temp = 105.559998 a=
delay = 8086.07%590
temp = 93,559998 a= 1
temp = 93,559998 a= 11

[URT RV RN Rl
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HD: . :sub:10(7000)hopelast Page 2
Monday, October 31, 1888 7:11 PM

temp = 93,559998 a= 11
temp = 93.559998 a= 11
temp = 93.559998 a= 11
cemp = £9,.633993 a= 7
temp = 69.639999 a= 7
temp = £9,639999 a= 7
temp = 69.639999 a= 7

temp = 105.359998 a= 7
delay = 7834.639648 cost = 4600.000000

temp = 93,559998 a= 11
temp = 93.559998 a= 11
temp = 33,5599%8 a= 11
temp = 93.559998 aw= 11
temp = 33.559998 a= 11
temp = £9,639999 a= 7
temp = 69,639999 a= 7
temp = 63,63%3999 a= 7
temp = £9.639999 a= 7
temp = 69.639999 a= 7

delay = 7583.1%%707 cost = 5000.000000

temp = 61.840000 a= 11
temp = 93.559998 a= 11
temp = 93,559998 a= 11
temp = 33,559998 a= 11
temp = 93.559998 a= 11
temp = 69.639999 a= 7
temp = 69.639399 a= 7
temp = 69.639999 a= 7
temp = 63.639999 a= 7
temp = 63.639939 a= 7

delay = 7234.279785 cost = 5400.000000

69.639999 a=

temp = £1.840000 a= 11
temp = $1.840000 a= 11
temp = 93.559998 a= 11
temp = 93.559998 a= 11
temp = 93.559998 a= 11
temp = 69.639999 a= 7
temp = £9.639999 a= 7
temp = 6£9.639999 a= 7
- 7
= ?

69.639999 a=
delay = 6885,359863 cost = 5800.000000

69.639999 a=

69.639999 a=

delay = 6536.439941 cost = 6200.00C00Q
temp = 61.840000 a= 11

temp = £1.840000 a= 11

temp = 61.840000 a= 11

cemp = 61,6840000 a= 11
temp = £1,840000 a= 11
temp = 61.840000 a= 11
temp = 93.559998 a= 11
temp = 93.559998 a= 11
temp = 69,639999 a= 7
temp = 6£3,639999 a= 7
temp = 69.639999 a= 7
= 7
= 7



BED:..:sub:10(7000)hopelast Page 3
Monday, October 31, 1388 7:11 PM

temp = 61.840000 a= 11
temp = 93.559998 a= 11
cemp = 69.839999 a= 7
temp = £%9.63999% a= 7
temp = 69.639999 a= 7
temp = €3,.639939 a= 7
temp = 69.639999 a= 7

delay = 6187.520020 cost = 6600.000000
temp = 61,840000 a= 11

temp = 61.B40000 a= 11
temp = 61.840000 a= 11
temp = 61.840000 a= 11
temp = 61.840000 a= 11
temp = 69.63399% a= 7
temp = 69.633999 a= 7
temp = 69.639399 a= 7
temp = 69.639%99 a= 7
temp = €9,639999 a= 7

delay = 5838.600098 cost = 7000.C0000C
PROBLEM UNFEASIBLE

T = 5838,600098

temp = 61.840000 a= il

temp = 61.840000 a= 1l

temp = 61.840000 a= 11
temp = 61.840000 a= 11
temp = 61.840000 a= 11
temp = 69,639999 a= 7
temp = 63.639999 a= 7
temp = 69.639999 aw 7
temp = 69.63999% a= 7
= £9.63999% a= 7

temp
delay = 5838.600098
derivative = §7.320000, 65.779999, §2.000000,

derivative = §7,320000, 6€5.77999%9, 82.000000,
derivative = §7.320000, 65.779999, 82.000000,
derivative = 67.320000, 65.779999, 82.000000,
derivative = 67.320000, 65.779999, 82.000000,
derivative = 94.840004, 69.639393, 95.400009,
derivative = %4,840004, 69.639999, 95.400009,
derivative = 34.840004, 69.639599, 95.400009,
derivative = 94.840004, 69.639999, 95.400009,
derivative = 94.840004, 69.6399993, %5.400009,

deviates from class cifrom 5 to O
temp = 71.919998 a= 12
temp = 61.840000 a= 11

temp = 61.840000 a= 11
temp = 61.840000 a= 11
temp = 61,840000 a= 11
temp = 78,699997 a= 6
temp = 69,639999 a= 7
temp = 693,.639999 a= 7

temp = 69.639999 a= 7

temp = €9.639999 aw 7

RESPONSE TIME IS INCREASING Tant = 5838.600098T = 6006.120117
op. 0 (sehi=l sesli=8 sesci=3 ,bbw 1)

op. 1 (sehi=l sesli=8 sesci=2 ,bb= 1)



BD:.:sub:10(7000)hopalast

Monday,

op. 2 (sehi=l
op. 3 {(sehi=ml
op. 4 (sehi=l
op. 5 (sehi=5
op. 6 (sehi=S
op. 71 (sehi=5
op. 8 (sehi=5
op. 9 (sehi=5

October 31,

sesli=8
sesli=3
segli=8
sesli=0
sesli=C
sasli=0
sesli=0
sesli=0

1588 7:11 PM

sescl=2 ,bb=
sesci=2 ,bb=
segci=2 ,bb=
sescl=l ,bb=
sesci=2 ,bb=
sescl=2 ,bb=
gesci=2 ,bb=
sesci=2 ,bb=

Try to get out of local minimat++++
delay = 6006.120117

1}
1)
1
1)
1)
1)
1
1}

47
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Average Delay of 1mb transfer

Cost Performance with 6 backbones
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Average Delay of 1mb transfer

Cost Performance with 10 backbones
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APPENDIX G
User Model Derivation Data
We present here additional information that we have obtained in our user

mode! investigation. This information pertains to courses tought, instructor

interviews, and reduced network communication data.
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cE16SL 3p 07 felton/coslmd 16 CORES 2 2 300 16100
CE165L Sp 87 felton/coslhs 16 Turbo-€d 1 16
CE165L 3p §7 Cfalton/coelbe 16 Profost ) 16
CE165L Sp 87 falton/coslbo 16 linkes i 16
CELE5L 3p 07 felton/coslhe 16 fen-prog 1 & 3 16 10.0 n ssssione/houe
CELIS3L 3p 07 felton/cosibo 14 obj-fils 1 1%
CE16SL $p 37 faltom/cosihe 16 sae-fils 1 14
CE165L $p 87 Calton/coal Stu~daca 2 & 3 16 10.0 n sessions/hour
P T T T T L L LI snnswaned e T T R LT LR L R L G TTILIC L
C5264A Wi 36 flowers tdwin 3 6§ 96 1% 3.0 n timms/hour invohed
C5264A Wi M6 flowscs pCSchame 3 6 97 1% 3O0n rimes/hour invoked
£3264a ML 0§ flowers pCs-prog 3 12 3 1% 3.0 n tisaafhour Lavored
C3264h Mi M flowarxa Ldwin 3 & 9 15 2.5 n cimas/hour invoked (tinal project)
Ccs264h Wi 86 flowars pCichame 3} & 37 13 2.5 y times/hour involed (final project)
CS264A ¥i 06 Llowars pcs-prog 312 20 1Y 2.5 y times/hour knvoked {(final project}
CS264A Wi §7 flowscs 20 tawin 3 & 9 15 3.0 n cimes/hour invakad
CcS8264A wml BT flowers 20 pCSchams 3 6 ¥ 15 3.0 n times/hour Lnvoked
CS264A Wi #T flowars 70 PC3-prog 1 12 3 1% 3.0 a cisss/houc invoked
c3264a Wi 07 flowscs 20 Edwin 3 & 96 13 2.5 n cimes/hour invoked (finsl project)
c9264A Wi 07 flowers 20 #C3chema 3 & 97 15 2.5 y cimaa/bour inwoted i(final project)
CS3264A Wi 87 flowers 20 KCS-prog 3 12 20 1% 2.% y timss/hour invoked (fhasl projecc)
C4Z64A Wi 8 flowecs 20 Edwin 3 & % 10 3.0 o tisss/Bouc iavoked
C3264h {lowacs 20 pCSchema 3} & 97 10 3.0 a timas/hour invoked
CS264A floweca 20 PCS-prog 3 13 1 10 3.0 n clmss/hour invoned
C5264M tlowass 20 Eduin 9 & 9 10 2.5 n tisas/hour invaked (finsl project)
C3264A flowars 20 pCtcheme 3 & 97 10 2.0 7 timse/Bour invoked {[inal praject)
C3264a flowars 20 PCS-prog 3 12 20 1 2.5 y timea/Dous jovoked (fimal project)
C52648 Sp 36 Llowars 15 Edwin 306 2.5 y tissa/hour invoked
cs2648  3p 06 Llowscs 15 PCSchemn 3 6 2.3 y timsa/tour invoked
cs24648 Sp 06 flowazs 13 ¥Cs-prog 3 11 2.% y timss/hour (poms Ay have used floppies)
“32648 3p 86 Elowars stu-daca 3 12 2.5 y times/hour (scdd may have uasd flopples}
cszes  Sp 06 flowars 15 Rawin 3 6§ % 1 2.5y cimms/hour invoxed
cs265 Sp 46 flowers 4 pCSchema 3 & 97 3 2.3y times/hour invoked
C5265 Sp 86 tlowers 5 pcS-prog 1 12 20 3 2.% y tiwea/hour f30me may have used floppies)
C3265 sp ¥§ flowars 5 Sturdata 18 31 2.5 y timas/hour {soma hay hava used floppias)
P A LR LR L L L L A bbbl sesan B T T TTTYELEE AL
EE 03 ¥a #6 jacoblen 100 Pascompil 1 9% 143 90 0.2 y temqte ascal compiler provided by profassar
2103 Fa 3% jacobsen 100 roucine 29 5 S0 0.1 y subroutines supplied by the professor - uakd 10 mode
EE103 Fa & jaccbsan 100 routine 19 s 50 0.1 y aubroutines supplied by the prolwszor - wdwd 10 Auae 3
EELGD Fa @6 jacobisn 100 Stu-prog 2 9% 1 50 0.2 y driver program wzitian Dy studeat - used 10 i L
££103 fa §§ jacobaen 100 Stu-prog 3 99 1 %0 9.2 y drlver progral wpitten by student - wasd in -ude 3
ERlO] Fa b6 Jacabsen 160 GAUSSstai 2 #% 42 30 0.2 y used prograas in mode 7
Al pdat L&'
EX103 Fa 86 jacobsen 100 GAUSSetal 1 9% 42 50 0.2 y used programs in mode 1
jacobsan 100 graphics 2 ¥% 243 30 0.2 y graphics package used in mode 2
jacobsen 100 graphics 3 #9243 30 0.2 y graphice package used in mode 3
jacobasn 100 Stu-prog 2 9 2 %0 2.4 y long student program written in mode 2
jacobssn 100 Stu-prog 13 99 2 %0 2.4 y long student progrem written in mode )
jaccbasn 100 axe-fils 2 99 50 S0 2.4 y long student program writtan in mode 2
::uhm t:: :u-!kl:l_i (1] S0 50 2.4 y long student program written in mode 3
obyan ascomp 389 188 % 2.4 y remote Pascal compller provided by profeaser
Jacobsan 100 Pascoapil 3 59 90 0.2 y ramora Pascal compiler provided by professor
:::::m ::: :::::: § :: :: : ¥ s:::nunlma supplisd by thée pcolfessor - uaed in mode 2
jac 100 3tu-prog 2 99 w UV ¥ ; 1:r.mtnnl aupplied by the professor - uied in mods 3
)aemn 108 dtu- 3 y drivet program urfr.l.-n by student - used in mode 2
abaa prog " 49 0.2 y driver progrsm wrilten by student - uasd iR wode 3
jacobsan 100 GAUSSetal 2 99 S0 0.2 y used progiams in moce i
160 al 1 9% 50 0.2 y used programs in mode 3
100 graphics 2 %% S0 0.2 y graphics package used in mode I
t:: graphics 3 9% 50 0.2 y graphice pachage uzed in mode 1
Stu-prog 2 39 30 2.4 y long atudent progras written in
190 Scu-prog 3 99 50 2.4 y long student Progrem written in
10¢ sxe-file 1 9% 50 2 ¥ long student progeam written in
::: :u-llll:]l : :: 5: i ¥y long student prograa written in
ac
MALS0F Fa 83 kacagomisn 30 Turbo 1
WALSOP ¥a 03 kacagozian 30 Turbo-fd 1
MALSOF Fa 83 karagozianm 30 Pas-prog 2 & $ 1% 4.0 & saszions/houc
kacagosian 10 Profort 1
karagozian 30 iinkez 1
razagosian 30 Fen-prog 2 6 % 15 4.0 n sessiona/hour
karagosisn 30 obj-flla 2 1 5 1% 4.0 n seasions/nous, size
:l m::an ;: ;x -::in .: 2 50 1% 4.0 n sesslona/bour, size
ar an ac-tile
kacagozian 30 map-files 1
30 Illuste. 1
30 pasica 1
karagozisn 40 Turbo 1
karagoxzian 40 Turbo-Ed 1
goxzlan 40 Pas-prog 2 & S 20 4.0 n asaziona/hour
kacagokxian 40 Profost 1
xaTsgorian 40 linkac L
karagorian 40 Ftn-prog 2 & 5 20 4.0 n sesstona/honc
karagoriad 40 obi-fila 2 2 s 20 4.0 n jessjonsihour, Jize
kacagorian 40 sxm-tile 7 2 50 20 4.0 n sazsiona/hour, 3iz4
haragozian 40 Lac-file 1
MALSOP Fa Bb keregozian 40 map-file 1
259
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MALSOP Fa 34 haragorian 40 Illusrr, 2 2 15 40 4.0 n ssssiona/hout
WALSGP Ta b6 kagagoxziam 40 Basica ¥
WALS0A Wi W& karagosian 10 Test 2 2 10 70 1.0 n sessiona/hour, hours/waek
MALSOA Wi 86 karagoxiam T¢ Basica 1
wAL30A Mi B6 kacagoxzism 70 Profort 1
MAISOR Ni 0§ kacagozlao 70 turbo 1]
WAIS0A Wi 86 karagosiss 70 Turbo-Bd 1
MA1S0A Wi 06 kacagusisn T4 llaker 1
MALS0A WL 86 karagoslan 70 ren-psog 2 6 5 3% 2.0 n sessions/hour
WALSOA Wi b6 karagosian 10 ras-prog 2 & 5 3% 2.0 n sassiona/hour
WALS0A Wi 86 karagoziam 70 obj-fila 2 2 § 3% 2.0 n sesaicas/hour, 3ize
WALS0A WL 86 kacagoslan 70 exe-file 2 2 50 35 2.9m sesslona/houc, 3iie
HALSOA Wi 06 karagouiam 10 ist-tils 1
MALSOA Ni 36 harsgozian 70 map-£flls 1
MALS0A Wi 87 Esragozian 70 Taxt T 2 10 70 1.0 o sesaiona/hour, houcs/ veek
MALSOA Wi B7 kacsgosiam 70 Basics 1
wALS0A Wi 87 haragoxiaa 70 Profort 1
MAL50A Mi 37 karagoiiam 70 Turbe 1
MALS0A Mi BT Razagorisa 70 Turbo-8d |
MALSGA WL 87 kKaragoiian 70 Linkaex 1
WALS0A Wi 07 karagosian 10 reo-prog 2 & § 35 2.0 n ssasions/hous
WALSOA W1 #7 Raragozism 10 Pas-pzog 2 ¢ s 3% 2.0 n sessiocns/hous
AALB0A Wi 37 karagoxian 70 obj-file 2 2 s 3% 2.0 n sessions/hour, size
WALSOR Wi 87 Razegoxias 70 axe-tiia I 2 50 35 2.0 n sasslcas/bour, 3ize
WA1504 WL 87 karagoxian 78 lat-tile 1
MALSGA Wi BT karagozian 10 map-file 1
MALSOA Fa 07 karagosian 10 faxc 2 2 10 16 1.0 o sesaions/hour, hours/wesh
MALSOA Fa §7 karagoriam 70 Basics 1]
wALS0A Fa @7 karsgozian 70 Protort 1
wAlS0A Fa 87 kacagozisn 70 Turbo 1
Mal50a Fa §) kacagotian 74 Tuzbo-Ed 1
MALSOA Fa U7 karagoaiam 70 linker 1
MALSOA TFa 47 kacagoziae 70 fen-prog 2 & 5 35
MALSOA Fa 07 karagotian 70 Pas-prog I & L+
WALS50A Fa 87 karagoilan 70 obj-file 2 2 5 1% sl
WALSO0A Fa 07 karsgarien 10 ana-tils 2 2 50 3 aitw
Raragorian 70 lac-fils 1
KACEGORian 70 map-fila A
kacagotian 10 Turbo-£d4 1
karagazian 10 Prafort 1
agoaian 10 lipker 1
kacagozian 10 Fen-prog 2 & 20 10 3.0 o sessiona/Rous, 3 lacge programa - 20 little Cimme !
xacagosian 10 ob3-file T 2 26 i0 3.0 n sessioni/hour, siza
all pdat L.a...ﬂl
xaragozian 10 exe-file 2 2 100 10 3.9 n sessionafhour, 3iIe
kacragorian 10 Lst-file 1
kacagaxian 10 map-tile 1
MAZ50C Sp 47 kazagozian 10 Turbo-£d 1
HAZSOC Sp 87 karagoxian 10 Proforc 1
MAZS50C Sp 87 karagozianm 10 liaker 1
MAZSOC Sp 97 karages 10 Fra-prog 2 & 20 10 3.0 & sessiona/hour, ) laxge proqrims - 30 litetle cime?
MAZSOC Sp 8T karagoniae 10 opj-file 2 2 20 10 3.0 n sessiona/houz, 3iid
MAZ50C Sp §7 tazagoxian 10 exe-fils 2 2 100 16 }.0n swasions/hour, miam
WA250C Sp 07 karagoiiam 10 Lek-file )
MAZSOC Sp 07 Rax lan 10 map-fils 1
TSI LLL LT L AL L] .-ltlltl.llllllll.-llll..-nilcall- l‘ll.'.-l.l-.l..l..llltlllIllllll

[+ ¥ #i 36 kay 120 #C3-prog 3 12 3 46 1.0 y Short progras (100 lined) beginning of Gquarter
€812 Wi 0§ hay 120 pCS-prog 3 1@ 13 40 4.0 y Long program (300 lines)

csl2 i 06 kay 120 C-prog 312 3 40 1.0 y Shoct peegrea (100 lines) Deginning of quaccer
cs12 Wi 06 kay 120 obi-file 3 & 2 40 1.0 y size, Short program

csii Wi 86 kay 120 sxe-tlis 3 & 100 49 1.0 y size, Short program

ca2 Wi A6 kay 120 lat-tile 3 & 1 a8 1.0 y siam, Shoxt prograa

cs12 Wl 86 kay 120 map-tile 3 & 3 40 1.0 y size, ShoLL Progiam

cs12 #i 86 kay 120 C-prog 312 15 40 4.0 y Long program 1500 linaas)

cs13 ui 0% kay 120 cbj-file 3 & 10 48 4.0 y size, Lomg program

cil12 120 axe-file 3 & 200 &0 4.0 y slzw, Long program

csi12 120 lac-fila 3 & 10 9 4.0y slze, long program

812 120 map-file 3 & 5 40 4.0 y size, Long prograd

cs12 Wi 96 kay 120 Microaf-C 1

[+ 1 w1 06 kay 120 Tucbo-84 )

cs12 Wi #6 Ray 120 PCSchema 3} 6 97 40 S.0n

c512 Mi #6 Xay 120 Edwin 3 6 %6 0 3.0

c312 wi A7 kay 126 PCS-prog 3 12 1 40 1.0 y Short program {100 linas) bagihning of quactsr
cil2 ML AT kay 120 pCS-prog 3 12 13 40 4.0 y Long proguam 1500 Linas}

cs12 mi 87 kay 120 C-prog 312 3 40 1.4 y Shoge prograa 1100 lines) beginsung of quartec
C512 Wi 87 kay - 1206 obi-file 3 € 2 40 1.0 y sive, Short progras

cs2 Wi 871 kay 120 ess-file 1 & 100 40 1.0 y size, Shost program

cs12 wi A7 hay 120 lac-file 3 & ] 40 10y 8, Short pfogram

cs1r wi #7 kay 120 map-file 3 & 5 43 1.0 y size, Short program

csi2 Wil 07 kay 120 C-prog 312 15 40 4.0 y Long program (500 Line3d

cs12 wi §7 kay 120 obj-tila 3 & 10 40 4.0 y size, Long program

<312 wi 87 kay 120 sne-fils 3 & 200 40 4.0y Long program

c512 Wi 87 hay 126 lat-fila 3 & 10 40 4.0 ¥ Long program

<312 wi 87 kay 120 map-fiie ) 6 5 40 4%y Llong PEogram

Ccs12 Wi 87 kay 120 microaf-C L

csi2 wi 37 Ray 120 Turba-Ed 1

c512 Wi 07 kay 120 pCSchems 3 L] 37 40 5.0 nm

csk2 wi 87 kay 120 Edwin 3 96 49 5.0 n




g W

csi2 120 PCS-prog 3 12 3 40 .0 y Short program (100 linas} baginn.
g::: i:g ;Cl-ptoq : l: l.; 40 4.0 y Long program (500 lines) 9inning of quercer

-prog 1 49 1.0 y Short program (100 linas
cs12 120 obi~file 3 & 2 40 1.0 ; alze, :h::t Program } beglnaing of quarter
cs512 120 axe-file 3 & 100 40 1.0 y sita, Shoct program
€812 120 lat-file 3 & 3 40 1.0 y aize, Shoct program
c312 120 wap-tile 3 6 4 40 1.0 ¥y sixze, Short program
csi2 120 C-prog 3 12 15 40 4.0 vy Long program (500 llnes)
cs12 120 sbi-fila 3 & 10 40 4.0 y size, Long progiam
cs12 120 exa=tile 3 6 200 40 4.0 y size, long progiam
g::: 120 lpt-file 3 & 18 40 4.0 y size, Long program

120 map-fila 3 ¢ 3 40 4.0 y vize, loog progr

cs12 120 Misroat<C 1 Y ’ progras
cs12 120 Turbo-B4 1
cs12 120 PCSchamse 3 & 97 40 50n
cs12 120 Bdwin I 3 9 40 5.0 n
c313 100 PCS-prog 3 12 5 35 3.8 y Shozt program {150 linea)
cs11 100 PCS-prog 3 12 50 )3 6.0 y Long program (1508 linas)
cs13 100 C-prog 312 5 35 1.8 y Short progeam {130 lines)
cs13 100 obj-tile 3 & 3 3% 1.¢ y size. Shoct program
Ccs13 100 exa=file 3 & 50 33 3.0 y size, Short program
CS13 100 Lec-file 1 & 3 3% ).0 y alxe, ShOCr program
Cs1l 100 map-file 3 6 5 3% 3.0 y size, Shozr program
cs13 100 C-prog 112 50 1% &.0 y Long program (1500 lines)
cs13 100 obj-£lle 31 & 20 1% 6.0y Long progras
Ccs13 100 aze~-€lls 3 6 3OO 3% &9y Long progeam
c313 100 Lat-£lke 3 & 39 1 6.0y LOGg prOgEAR
cs1} 100 map-file 3 & 3 1 60y Long progcam
cs13 100 microsf-C I
cs13 100 Tuzbo-Ed 1
cs13 104 ¥CSchama 3 6 97 25 %.0n
c313 100 Zdwin I 6 %W ) 40
c513 Sp #7 xay 100 »CS-prog 1 12 S 35 3.0 y Shoact program (150 Lines)
€813 Sp 87 kay 100 2CS-prog 3 13 50 35 4.0 y Long program {1304 linas)
Ccs$13 Sp 07 zay 100 C-prog 312 4 315 3.0 y Short program (150 lines)
cs13 Sp 07 xay 100 obj-£file 3 £ 1 3% 1.0y size, Short progzam
cs13 Sp 07 kay 190 ane-file 3 & 150 35 3.0y Shart PrOgoam
(=3 Sp 07 kay 100 1st~£ile 3 & 3 35 3.0 y size, Shart progras
€313 Sp 07 xay 100 map-file 3 & 5 35. 3.0 y size, 3hort progres
cs13 Sp 87 kay 138 C-prog 312 53 35 & 0y Long program {1308 Lines}
c511 Sp 07 kay 100 opj-file 3 & 20 33 & . y tize, Long program
cs13 Sp 07 kay 100 exe-£ile 3 & 300 33 &0y LOng pLogram
cs13 Sp 87 kay 100 1st-file 3 & 30 35 6.0y Long progcam
cs13 Sp 07 kay 100 map-file 3 & 5% 3% 6.0y Long progcas
Cs1] Sp @47 kay 100 Miczasf-C |

M ' al.pdat s_.l

c313 Sp 87 kay 100 Turbo-Bd4 1
cs1) 3p 87 kay 3
€513 3p #7 kay 3

P I L LI LT P T R Y )

97 35 %.9n
8% 3% 9.0

arn e

T S T LT P PR L LT L AL L

LE241C Sp 07 mortansan 15 Matlab 2 2 29 10 ki.6y
ER241C 3p 47 mortensen 15 Matlab 1 5
ER24)A Ta 07 mortensen 35 satlad 22 11 N 1.6y
ELZ4iA Fa 07 morteansen 35 Matish 1 3

[ T T T L LI L L L N TR R R TR LLALLREE LA L bbbl

CE184D Fa 33 neathling 25 Illustc. 3 2 28 1% 8.0 n clasarcom labs
CELS4D Fa 83 nesthling 25 Exazcize 3 & 28 2% .1y
CELS4D Fa I§ nesthilng 2% Illuser. 3 2 20 25 0.0 n clazsroom lavs
CEZ14h Fs B6 nesthling 2% Epprolne 3 6 28 25 M.y
CRIMD  Ta 17 nesthliog 40 Kxercize 3 & 20 40 1.2y
CE1H4D Fa §7 nesthling 40 Dems-prog 3 & 28 20 0.1 y demonatrakion program
nasthling & CAFDEY 3 6 M € 1.0 y invoked 5x par wesk for 3 waaks, 10x par wesk for 7 weekd
npachling § CAPDETgar 3 6 1310 6§ 1.0y invoked 52 par wesk [ox ) veaks, 10x par weak for I wamkd i34
oeethlling & Stu—dats 3 12 L § 1.0y invoked 53 pec wesk for 1 weeks, 10x par week fof 2 wamks
npethlling 6 Btu-outp J & 11 § 1.0 y involed 5x par weak for } weaks. 16x per week for 2 wexks
neethling é Lotus~123 3 & 300 § 0.4 y used 20x/Quarter, 365 daca points, 10 pacamstars
nesthling % 123-data 312 30 & 0.4 y used 20a/quartss, 365 daks polnta, 10 paramstazy
nesthling " 25 Multiplas 1
% Mitp-dats 3 12 50 2% 0.6 y invoked 204 pec quarter
25 Demo-time 3 12 50 2% 0.4 y progcam aiie, demoRELIstion of IBmMs SEAinet atc.
Program 3 20 25 04y
anan

P T T T P T LT L L L L bl
cimes/hour lnvoked, program size

MR AANBEANRATAIsE I RAAkARAN ARG aRRAT L

ansednaENENTE
MAL71A Fa 7 torowhac/youn [1 =
andaaeNNAARANESAREUASRINEATYIREAOEEBRRYRRER LN
MA1TIA Wi 3 % 1000 ¢ 2.9 y tlmea/Bouz invoked,
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