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A CLUSTERING APPROXIMATION TECHNIQUE FOR QUEUEING
NETWORK MODELS WITH A LARGE NUMBER OF CHAINS

Abstract

The past few years have witnessed an increasing number of large distributed computer system im-
plementations based on local area networks. In these systems a number of resources (CPU's, file servers,
disks, etc) are shared among jobs originating at different sites. Evaluating the performance of such large
systems typically requires the solution of a queueing network model with a large number of closed chains,
which preciudes the use of exact solution technmiques. Therefore, it is important to develop accurate and
cost effective methods for the approximate analysis of closed queueing networks with many chains. In this
paper we present an approach based on the clustering of chains and service centers. The method is appli-
cable to queneing networks with single server fixed rate, infinite server and muitiple server service centers.
We present the results obtained when the method is used to solve large queueing network models. Exten-
sive comparison of this method with existing approximation techniques indicates that the approach has
better accuracy/cost characteristics.



1. Introduction.

Product form queusing networks have been successfully used in computer performance modeling
andmﬂyﬁs.hmanyappﬁaﬁomthwithmﬂﬁpledmedmdopmdmimthbnﬂm
mmonfmthemdystmbefmdwitbamoddtbatpwseveraldmdmedm. For example,
inmodelingadistibutadmput:rsystandiffmdmimmightbeusedwmoddworkloadsgmmtedat
diifm'entsité[GOLM]@Emodeﬁngapackthdﬁngmkdiﬂm:haimmigMbeusedto
model traffic in different virtual routes [REIS79). However, the exact analysis of such closed queucing
networks is usuaily too costly. For example, networks with more than five chains with a few customers
pcrchnin(saylﬂ)maybetoocosﬂytosolveinamuﬁumsiucomputu. For networks with a special
sparseness structure, however, exact solution of networks with many closed chains may be feasible
[LAMS3].

‘Ihctwomajoralgorithmsthathavebemwidelyusedmsolve‘uadyprochctformannet-
work models are the convolution algorithm [LAVES3], [REIS76] and the mean value analysis algorithm
(MVA) [REIS80]. If only mean values are computed and there are no load dependent service centers
present in the network, both algorithms have approximately the same cost requirements. Nevertheless,
mean value analysis has two significant advantages over the convolution aigorithm: it preseats no numeri-
mlproblans;&eeqmﬁomohainedmu&undysimphmdhaveaphysimlmtapretaﬁom When load
dependcntscrvicecmtmareprmtandtheMVAalgorithmisused,thcmarginalqueuelengthdistribu—
tions appear in the equations for these centers. Although the simple physical interpretation is still present,
the computational complexity grows combinatorially with the number of load dependent service centers.

Recently, a new approach has been proposed [McKES2], [RAMAS?] to handle large closed queue-
ing metworks. In this approach lower and upper bounds on performance measures are obtained. Howev-
er,upmthetimethispaperwaswrittmitsapplicabi]ityismtrictcdtonmvorksinwhichaﬂchainsvisit
an infinite server service center, all other centers have utilizations that are not too high, e.g., less than .85,

and there are no load dependent service centers. The current cost limitations in the existing exact solution



ted:niqunarethzmainmoﬁvaﬁonforthedevelopmentofamnateandcosteﬂacﬁvemcthodsfortheap-'

proximate analysis of closed queueing networks.

De Souza e Silva et al [DeSo83] presented a summary of an approximation technique based on the
clustering of chains and service centers. In this paper, we present the details of the approximation, exten-
sions to queueing networks with muitiple server service centers, the heuristic procedure for choosing the
clusters and exampies which include a non-product form queueing network. InsectionZweplruentabrief
overview of some approximate methods for solving multiple closed chain product form networks. Section
3 contains the outline of the chain-server clustering approximation technique for closed product form
queusing networks with single server fized rate (SSFR) service centers and multiple server (MS) service
centers. Section 4 presents a detailed description of the algorithm. Section 5 contains the empirical results
obtained after comparing this approximation technique with exact MVA. It also includes an application
which requires solving a non-product form network. Section 6 concludes the paper.

2. Overview of Some Approximation Methods for Solving Multipie Chain Closed Queueing Networks.

In this section we briefly describe some of the methods used to handle product form networks. A
discussion of methods used to approximately solve non-product form networks can be found in [DeSO83).

Many of the approximation methods for solving product form closed queueing networks are based
on the MVA equations due to the simple nature of these equations and the physical interpretation they
provide. Below we present the equations for closed product form networks for reference.

Let J denote the number of service centers, the first J, of which are single server fixed rate
(SSFR), centers J;+1 to J, are load dependent and the remainder are infinite server (IS) service centers.

We define the following notation:

total number of service centers.
total number of chains,.

population of chain k.

J
X
N,



N =  population vector = (Ny,....Ny).
AN =  mean throughput of chain k with population N.
0y =  visit ratio of a chain k customer to center ;.
L{(N) =  mean number of customers at center j with population N.
LN =  mean number of customers of chain k at center j with population N.
4™ =  mean number of customers in the queue of center j (excluding customers in service)
with population N.
ayN) =  mean number of customers of chain & in the queue of center j (excluding customers in
service), with population N.
W) mean waiting time (queueing time + service time) of a chain k customer at center j
Ty =  mean service time of a chain k customer at center j.
By =  service rate of chain k customers at center j.
ay =  relative utilization of a chain k customer at center j, = 8,,T,,.
M, =  number of servers at center j.
PGIN) = probabﬂitythatthuemiwsmmatmjgivmthmmcpopwﬂaﬁmmmisﬁ.
AN = throughput of chain  in a network with center j removed when the population is ¥.
PBN) = probability that ali servers of center j are busy, when the population is N.
& =  k-dimensional vector whose k-th element is one and whose other elements are zero.
Fork=1,... K.
N,
M) = |
= 0,W, (") - 2.1)
j=1 .
L, =2 Mew,(Ny)  j=1,.J
W V)8, Wy 22)
r X
T 1 + 421['”(”-:")] Ji=1..0 (2.3a)
N,
= 4 _L.- f - - j = ~
Ty j= o+l N (2.3¢)
1 .
P(iiNy = —= 22 T, 9 —-1iN=¢
j("W) lhj(l') % J¥] k(N) uP j(‘ W Y (2.4a)
()
P,(OIN) = —-——p (ON-2)
1O = Ton ™ - (2.4b)

Equation (2.3b) reduces to:



Wy (W) = Ty (1 + "fm'e");:afm-a") j=a+1,..0

(2.3d)
for multiple server (MS) service centers, where PB,(N), the probability that all servers of MS center j are
busy (when the population is ), is calculated from equation (2.4a), which simplifies to:

L S 0 PB -2 + POM-1IN-2)] W,
PE G = | k=1 :: .'
! 0 - - Wi=M, (2.40)

where [N| = N, + -+ + Np.
These equations express an exact relationship between the performance parameters and can be
used recursively for an exact solution of the network. For networks with SSFR and IS service centers
£
only, the computaticnal requirements to solve the above equations are O(JJ] (V,+1)). To solve networks
k=]
with multiple server service centers or general load dependent service centers, the computational require-
tsinu‘memmiderablydmtoequéﬁon(z.%). In this case, 2# load dependent ceners perworks have to be

solved, each with some of the load dependent service centers removed from the network [TUCCS2).

It is easy to see then that for networks with a few chains, this recursive computation can be prohi-
bitively expensive. Our experience indicates that networks with more than five chains and 10 customers
per chain can be impractical to solve in a medium size computer (say, VAX11/750).

A widely used approximation for product form networks with SSFR and IS service centers pro-

posed by Schweitzer [SCHW79] is:
L, 1#k
TL”(N) I=k

This approximation removes the recursion in equation (2.3a) and greatly reduces the computational com-
plexity necessary to exactly solve a model. As we will see in section 6 the errors obtained are typically less



thmzo%formemqueuelmgﬂnmdwaiﬁngﬁmsandlmﬂimm%fmthroughpm.

Chmdyandese[CHAN&]pmpmedmappoximnﬁmmﬂedUmizummhverym
but more costly. Linearizer is based on refinements to Schrweitzer’s approximation and was also proposed
mappro:imntelysolvenetworkswithSSFRandISsmvimmmonly.

Nmeaﬁ@mdy[NEUﬁl]mopmdmdgmMmapwmmdywlvepm@afomqum |
mgnetworkmodelswh:d!ﬂhandleloaddepmdem:mtm 'Iheapproachxsthesameasusedmthe
Linearizer algorithm with additional heuristics for load dependent centers. They chose to estimate the pro-
bability density of the queue lengths as:

PL(N-2)|IN-&) = ILN=-2)] +1-L(N-&)
P(IL(N-&)J+1|N-&) = 1 - PAL,N-8)lIN-2)
P(ilN-&) = 0 Jori <|L,(N-&)] ;r i> L=l + 1
(where |L] isthegreatutintege;'lasorequaltol.).

The above equations indicate that the probability density of queue lengths at a load dependent ser-
vice center for population (N—&,) will be different than zero at most in two points around the average
queue lengths. However, there is no theoretical support for this heuristic choice. Furthermore, as we will
see in section 6, the use of the Linearizer algorithm can be prohibitive for networks with a large number

of chains,

None of the approximate methods described above gives error bounds for the resuits obtained. In
gmdhmaqﬁ%m&odhwﬂmﬁmﬁﬁaﬂybywmpuhg&er&ﬂmofmmw
algoﬁthmsobtaimdaftaanalyﬁngalm-gemmbuofnetworks,uﬁththemmuobtainedbyanalyzingthc

same networks with an exact algorithm.



Recently, however, [McKES2], [RAMAS2] proposed a method of obtaining bounds on perfor-
mance measures in product form queueing networks. The approach is roughly summarized as: (1) substi-
tute Euler’s integral for a factorial term in the expression for the normalization constant for a network; (2)

make asymptotic expansions of the integrals obtained.

The major features of this approach are: N
(a) The algorithm is cheap, O(J K*). This assumes at most 4 terms are used in the asymptotic expansion.
(b) Bounds are obtained for the results. |
(c) Second moments can be obtained for queue lengths.

However, up to the date this paper was written, the method is restricted to networks in which all
chains visit an IS center, all other service centers haveﬁtilizaﬁtimtarenot too large, e.g., less than .85
and there are no load dependent centers.

3. A Clostering Approximation Technique for Product Form Queueing Network Models with Single and
Multiple Server Service Centers.

As pointed out in [DeSO83], a variety of iterative methods used to solve queueing network models
arebasedontheanalysisofacollectionofsubnmvorks.Informaﬂyasubnetworkisadetaﬂedrcprmta-
tion of a set of resources. The remainder of the subnetwork (the complement of the subnetwork) is typi-
cally represented by an approximation of its effect on the subnetwork. Each subnetwork is analyzed in
isolation withasimpliﬁed representation of the effect of its complement. The parameters which character-
ize the complement of a subnetwork are function of the performance parameters of the other subnetworks
and are determined by iteration. The main reasons to partition a queueing network into subnetworks are:
(1) for product form networks, to obtain sutinetworks which are much less costly to analyze than the origi-
nal networks. Hopefully, the sum of the costs of solving each subnetwork times the number of iterations is
significantly less than solving the whole network. (2) for non-product form networks, to obtain subnet-
works with product form characteristics, or subnetworks that are otherwise simple enough to be analyzed.
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4) For a given chain and representation of the complement for this chain, the choice of how the
parameters of the complement are determined. Fbr example, for a Poisson arrival representation the ar-
rival rate must be determined. Some of the choices are: (1) set the arrival rate equal to the throughput for
that chain that was computed on the previous iteration; (2) set the arrival rate equal to the value that
yields the same mean population in the subnetwork for that chain as was calculated on the previous itera-
tion; (3) set the arrival rate for a chain in a center according to some characteristics of that center, and/or
to yield the same mean population of that chain in that center as calculated on the previous iteration. Note
that that the second and third methods above require an additional iterative step while the first does not.

In this section we present a new iterative approximation method that uses an infinite server
representation for some chains and a Poisson arrival representation for others. The method is suitable for
very large multiple chain networks. This work was motivated by our interest in analyzing queueing net-
work models of large local area networks, i.e., networks with dozens or even hundreds of sites. As an ex-
ample we mention the model of the LOCUS local area distributed system presented in [GOLDS83]. In that
model] each site was represented by a "central server model” with terminals linked by a representation of
the communication channel. The behavior 6f customers from different sites was represented by assodiat-
ing one or more closed chains with each site. Due to the large number of chains that can result from this
model, an approximate solution is required even if the resulting model is product form and the network
has only a few sites. (Schweitzer’s approximation was used in [GOLDS83]). The problem gets considerably
mm-ecomplifweinuoducemulﬁplesuversuvicecmtminthemodd(forinstaneetomodelamul-
tiprocessor computer site), since the computational requirements to exactly solve this kind of model grows
combinatorially with the number of multiple server centers [TUCCS2]. To our k;xowledge there is no wide-

ly accepted approximation technique to handle this problem.

In [DeSO83] we proposed a simple iterative method for very large LOCUS type queueing network
models. In the method each subnetwork represented the resources at a site. For a particular subnetwork

the customer chains fall naturally into two categories. One category consists of the chains that represent



In addition to the simplified nature of the subnetworks, it is desirable that the parameters of the comple-
ment be efficiently calculatable from the analysis of the other subnetworks.

There are several ways to represent the effect of the complement of a subnetwork. For example,
Marie [MARI79] used queue size dependent arrival rates; Jacobson and Lazowska used IS centers
[JACO82] and reduced customer population [JACO83]; de Souza e Silva et al [DeSO83] used Poisson ar-
rivals and IS centers; Zahorjan [ZAHOS83] considered a few representations as we mention below. The ac-
curacy of these methods must be evaluated empiricaily since so far error bounds have not been obtained.

If a queueing network contains multiple chains, the effect of a complement can be represented dif-
ferently for each chain. For one chain the effect of the complement can be represented as Poisson arrivals,
i.e., the chain is open; for another chain, the complement might be represented as an infinite server and
for still another chain as a reduced population. The general framework permits numerous possibilities and
little is known about how to utilize these possibilities. Figure 1 illustrates a subnetwork and its comple-
ment. The following are some of the choices that are available:

1) The choice of subnetworks. Each subnetwork may contain a disjoint set of resources or they
may overlap. (see for example, Maric’s method [LAVES3], Jacobson and Lazowska [JACOS0], de Souza
e Silva et al [DeSC83]).

2)'Ihechoiceofthewayinwhichtl‘a‘eﬁnal estimates of the performance parameters of the origi-
nal network are obtained. This choice arises because the same performance parameters, e.g., a chain
throughput or a mean queus size, may be represented in more than one subnetwork. Thus, when the itera-
tion is terminated, there may be more than one value for the same parameter. The final estimates could

be a function of these values.

3) The choice of the method used to represent the complement of a subnetwork for each chain,
Only some of the possibilities have been mentioned above.



into subnetworks according to the contribution of the chains to the total utilization of the centers. We
next present our results for product form networks, first for networks with only SSFR and IS centers and

then for networks which also include MS centers.
Product Form Networks with SSFR and IS Service Centers.

In this section we consider product form queueing networks consisting of only SSFR and IS service
centers. We divide the network into subnetworks which need not be disjoint, but whose union includes all
service centers. For each subnetwork we designate a subset of the chains that visit the subnetwork as local
and the remaining chains that visit the subnetwork as foreign.

Our approach consists of: (1) preserving the recursion in the MVA equations involving the effect
on the mean queue sizes in a subnetwork of removing a local chain customer; (2) approximating the effect
on the mean queue sizes in a subnetwork and its complement of removing foreign chain and local chain
customners, respectively. We also assume that: (1) the throughputs of all foreign chains are not affected if
anarbitrarynu;nberoflocaldninmstommaremmedﬁomthenﬂwmk;&)themeanwaiﬁngtima
of a local chain at any service center in the complement is not affected if an arbitrary number of local
chain customers are removed from the network. These assumptions are reasonable if local chain customers
contribute little to the utilization of service centers in the complement and if foreign chain customers con-

tribute little to the utilization of service centers in the subnetwork.

Let S denote a particular subnetwork, LC(S) the set of local chains for S and FC(S) the set of
foreign chains for S. N(§,7) is the population vector where all foreign chains have the full population and
the local chains have population 7. Now, using equations (2.2) and (2.3a) for subnetwork S:

£ ‘ '
L (N(S,7)) = A (N(S,1))a,[2 + ?31 L;(N(s.A)—¢,)] j=1,...J,j€S,ceFC(S)

Applying assumption (1) about the throughputs of foreign chains and Schweitzer’s approximation yields:

10



customers logged on at the site reprﬁented by the subnetwork. These customers tend to have much higher
resource utilizations at the site than do customers logged on at other sites. The other category consists of
the chains that represent customers logged on at other sites. It is convenient to refer to the two categories
of chains by calling the former "local” chains and the latter "foreign” chains. In the approximation the ef-
fect of the complement of the subnetwork is represented differently for the two categories of chains. For
local chains the complement is represented as an infinite server while for foreign chains the complement is
represented by Poisson arrivals.

For illustrative purposes, let us consider a LOCUS distributed system consisting of only two sites
(referred as site A and B, respectively) and let us ignore the communication channel. A queusing model
of this system is shown in Figure 2a. In this example the behavior of customers from site A (B) is
represented by chain A (B). To apply our approximation technique, we divide the model into two subnet-
works, labeled A and B. SubnetworkA(B.)isformedbyanthemmxcaﬁomsiteA(B). The local
chain of subnetwork A (B) is chain A (B) and the foreign chain is B (A). Therefore, the queueing model
of subnetwork A (8) will be formed by all the resources from site A (B), one closed chain representing lo-
" cal chain A (B), one IS service center visited by local chain A (B) which represents the complement of lo-
cal chain A (B), and finally a set of open chains, each one arriving to a center of subnetwork A (B) and
visiting only this center. Each open chain in this set represents the effect of foreign chain B (A) on a par-
ticular center in subnetwork A (B). Subnetwork A is shown in Figure 2b.

We have extended this method to be a general method for large multiple chain product form
queueing networks. In the extension we still have two categories of chains for each subnetwork and
corresponding representations for the complement. Although the adjectives "local” and "foreign” have lost
some of their original meaning, it is convenient to retain the terminology. We wish to choose the subnet-
works and their local and foreign chains so that it remains true that the set of local chains with respect to a
subnetwork contributes more to the total utilization at the service centers in the subnetwork than those
chains that are foreign with respect to the subnetwork. In other words, chains and servers are clustered



euWH(N) = au[l + LI(N) - ELN(';@‘ j = 1’---1-’1’j ‘So kELC(S)

Substituting equation (3.1b) into the above equation yields

= ay T
A (N(S,)) = 2t ke LC(S o
W= S amasay+, 0 -‘ 6
where
8y
D, = N+LMl+ I a ke LC(S)
¢ f'%f-»’x 1+ x,,(N)a,/N,,_ ! e '{ai f,...,r Y ‘ (3.9)

Equations (3.2) - (3.5) and for j € S equations (2.3a), (2.3c) constitute the set of equations for
subnetwork S that we wanted to obtain. When comparing these equations with the exact MVA equations
for mixed networks {ZAHOB81] it is easy to see that in terms of mean values (1) a foreign chain / effects

service center j ¢ S as if it were an open chain, i.e., Poisson arrivals, with arrival rate to center j given by

MO L + (\(W)ayN)]

and (2) a local chain k customer that leaves the subnetwork "sees” the complement as an infinite server
with mean delay D,. Thus when we solve a particular subnetwork we reduce the network to that shown in
Figure 3. In that Figure all foreign chains are represented by open chains and the delay when a local chain
customer leaves the subnetwork is represented by an infinite server. Note that the open chain arrival rate
for foreign chain / at service center j in the subnetwork is less than the throughput X, (N), of the
corresponding closed foreign chain. As proved in [ZAHOS3] if in a single chain closed network the closed
chain is replaced by an open chain leaving the same throughput then the mean queue sizes increase, possi-
bly substantially. (This result aiso appears to hold for multiple chain networks). The reduced arrival rate

12



L) = 2 W |1 + L,a0s. - ZEEAD

from which

lf,‘(ﬂ)a:.‘_[ r : o .
T ey /N, [1 +L,(1§(s,ﬁ))] j=1..Jy,j€S,ceFC(S) .10

Lcj(N (s iﬁ)) =
Sxmlarly we can obtain:

M(N)au
1+ \MWay /N,

L,N) = 1+ L] J=1u.Jy,j €S, ke LC(S)

(3.1b)
We write

LN(s.A) = 1 J4?.',‘-_(5;'-;,'(1‘9’(3 #A)) + \ ‘L?'c(s)L”(N(S A))

Substituting (3.1a) into the first sum and (2.2) into the second sum yields

L(N(S,7)) = U1 + LN(S )] + \ ?.C(S)M(N(S )8, Wy, (N(S,4))

from which it follows that

Up+ 3 NS, W, (NS )
Lj(N(S’ﬁ)) = L) 1=-U J = 1!"'!"1!j €S
/) (3.2)

where:

A
U = i(May i=1,.J,j€S8
1eFes) 1 + N(Nay / N, (3.3)

Using assumption (2) about the mean waiting times of a local chain in the complement and equation (2.1)
yields

Ry

Je$ JdS§ j és
7o L, LA,

MNN(SA) =

Using Schweitzer’s approximation and equation (2.3a) yiclds

11



Similarly, we obtain the expression for the throughput of local chains:

n

A (N(S 7)) = ke LC(S
where
a g,(N) + PB,(N)
. o [aD )
A . g":f 7, 1+ 2 W)ay/NM, (3.11)

As in the previous section, equations (3.8) - (3.11) have the same form as the exact equations for
a mixed network with MS service centers. Therefore, the same interpretation holds, i.e., a foreign chain 1

effects multiple server center j as an open chain with arrival rate

AAOy /[ + (N (NyayMN))

and a local chain customer that leaves the subnetwork "sees” the complement as an infinite server with

mean delay D, + DM,.

In order to complete the set of equations for subnetwork § we need an expression for
PB/(N(S,A)), j €S, which is the probability that all servers are busy at MS center j € § considering all
chains in the network. Rather than derive an approximate expression for these probabilities we will solve
the above mixed network. The solution is obtained by recursively solving a corresponding closed network
with the degraded service rates [LAVES3] [SAUES3]:

-1
uin) = ) L)
where
M 1 (1+n)! 1 1
() Mil X n+ E il nl nri -
f[ wy () (1= UM/MY™ 1= B M wk) l'[ () M,

=+l A=+l hep+l

14



we use tends to compensate for the larger mean queue sizes that result from replacing foreign closed
chains by open chains, Later we will present results of extensive empirical tests that demonstrate the accu-

racy that is achieved.
Product Form Networks with Multiple Server (MS) Service Centers.

For networks with MS service centers, we apply the same assumptions used in the previous sec-
tion. The development is similar, but for MS centers equation (2.3d) is used instead of equation (2.3a).
We also assume that for MS service centers:

= a.(N q (N (S,4)) ,
4/(N(S,A=4)) + PBN(Si-&)) = q@(S.A) + PBNGS.A) - = jeS, le FC(S)(3 5
This assumption is similar to Schweitzer's approximation, since gy(N) = L,(N) — M\, (W)a,, and was

found to work well in cur empirical tests.

Using equations (2.2) (2.3d) and (3.6) and applying assumption (1) about foreign chain
throughputs we obtain:

- Xc(ﬁ)aq q,(N(S,4)) + PB j(N (s,1) .
9.,;(N(5,4)) 7 "y () 7 j €S, c e FC(S) a
which is similar to equation (3.1a).

Following the same steps leading to equations (3.2) and (3.3) we obtain:

UM,PB;(N(S,A)yM,; + ‘ E(S)M(N (5.2))0,[W,(N(S,7)) — T]

q,N(S.A) = T - G, j=d+l 0 j €S ‘(3 0
where:
UM, = N(Way jEdtldpje€S

ieFcis)1 + M(N)ayleNl 3.9)
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L0 = Li-1 _
_LEL—N < treshold  j=1,.J, 1=1,..K
f _ (al)

(where the superscript indicates the number of the current iteration.)
As initial estimates in step 1 we used:

L, = %’iﬁ‘é =10 k=1,.K ‘
2,8y (a2)

=]

Ak(ﬁ) = _]1 ":

J
E;l ayll + L) — Ly(NYN,] + Hzﬂ a1 + @) — L,(NYNYM)] + ,..;ﬂ ay

1ifi=] 3 LM JjeS, j=J+l..0
1 e LC(S)

P(iN) = ,
1 0 otherwise
(a4}
Instead of using exact MVA to recursively solve a subnetwork, we can use any existing approxi-
mation for product form networks. For example, Schweitzer's and the Linearizer approximations can be
used when there are no MS service centers in the subnetwork. It is easy to show that if Schweitzer’s ap-
proximation is used in all subnetworks, the results are identical to using Schweitzer’s approximation on the

entire network.

The cost of the algorithm depends on the solution technique used to solve each subnetwork and
the way the subnetworks are chosen. (Note that different solution techniques can be used to solve dif-
ferent subnetworks.) The cost per iteration is equal to the sum of the costs to solve each subnetwork. For
example, if MVA is used in all subnetworks and there are no MS centers, the cost per iteration is

oCls TI (N.+1)], where J; is the total number of centers of subnetwork S. The total number of
S kelCE)

iterations is small, typically around 10 iterations for the tested cases. The memory requirements of the al-
gorithm are on the order of the memory requirements of the subnetwork which used the largest amount of
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for n EMj-l

(3.12a)
1
= f <M, -1
5 = G- gyt . (3.12b)
and
n ifn=sM
by(m) = {Mj otherwise
4. The Algorithm.

The following algorithm can be used to iteratively solve the equations obtained for all subnet-
works. It is similar to the algorithm described in [DeSO83] with additional equations for multiple server

centers.

1) Obtain an initial estimate of the throughput of all chains and the mean queue sizes of all service
centers. Obtain an initial estimate for the equilibrium marginal queue size probabilities of all multiple

server centers.

2) Loop through the subnetworks and for each one solve the corresponding mixed queueing net-
work rectrsively. New estimates for {D,}, {DM,}, {U}}, {UM;} and {a,(n)} are obtained just before calcu-
lating the performance measures for a subnetwork, using (3.5), (3.11), (3.3), (3.9), (3.12). (Note that for
apamo.llar subnetworktlnsrecurswnlsonlyovu'thepomﬂauonoflomldlmns The populations of all
foreign chains are fixed. Furthermore the only MS service centers involved are those belonging to this sub-

network).

3) Compare the current estimates of mean queue lengths with the previous estimates using (al)
below, and terminate if this result is less than a specified threshold. Otherwise go to 2).
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In the tests we will report on next, we did not make use of the automated choice of subnetworks
in the first series of experiments. Instead, we based our choice on the estimated utilizations. We then re-
peated all tests with the subnetworks chosen automatically. For the automated clustering we tried to main-
tain the same total cost as the manual choice. In the majority of the cases the automated choice was dif-
ferent than the manual choice of subnetworks. However, in some cases the automated choice produced
slightly better results and in other cases shghtlyworseresults for approximately the same cost. Overall,
the automated choice produced results with acmracy comparable to the manual choice.

It is important to note that the cost of clustering was negligible compared to the actual computa-

tion of the performance measures in all cases.

5. Empirical Results

We have tested our method on more than 180 queueing networks consisting of randomly selected
networks, networks of the type proposed to model LOCUS [GOLDS3] (e.g. see Figure 6) and networks

of the type proposed to model packet switching networks [REIS79] (e.g. see Figure 7). We divided our
tests into two sets of experiments with identical numbers of networks.

The first set consists of networks with SSFR and IS service centers only. We varied the number of
chains from 3 to 9 and the total number of customers from 6 to 50. In the majority of the cases at least
one service center had utilization greater than .8. For the LOCUS type of models we varied the mean
think time from 1 to 20 seconds; the mean local CPU service time from 1 to 100 msec and the mean
foreign CPU service time from 1.5 to 150 msec. The average number of local CPU-disk cycles was varied
from 1 to 10; the average disk service time was varied from 35 msec to 150 msec; the probability of mak-
ing a request to a foreign site (after a CPU sexvice) was varied from .1 to .9. Message sizes varied from
1K bytes to 10K bytes and were transmitted over a 1 to 10M bit channel. For the packet switching net-
work models, the packet size varied from 250 to 2K bytes, and channe] speeds from 20 kbps to 100 kbps
(both half and full duplex). The window size varied from 1 to 15.
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memory. For example, if MVA is used in all subnetworks, the memory requirements are

O(max [-fsk l;[c(s)(Nﬁ'l)])-

The Choice of Subnetworks.

Theregremmywaystochmthesubnetworhmdmclomldmimfmeachsubnctwmk. For
each choice the final results and the total cost of each iteration will differ. In general, larger subgletwmks
with more Iomi chains yield more accurate but more costly results. As we have mentioned our appronma-
tion should be reasonable if the main contributions to the utilization of service centers in a subnetwork are
from local chains. However, it was determined after extensive tests that the approximation can be used
even if the foreign chains are responsible for up to 50% of the total utilization of a service center. Further-
more, this constraint can be relaxed for service centers with low to moderate total estimated utilization,

say less than .6.

We have automated the choice of the subnetworks. The choice is based on the estimated utiliza-
tion of each chain at a service center, obtained from (a2) and (a3). Adetaﬂeddesu‘iptibnofthealgorithm.
is given in the appendix. The user is prompted for the maximum total cost (defined in the appendix) al-
lowed per subnetwork and an initial number of local chains (INC) per subnetwork. This number will be
used as the starting point for the search procedure, i.c., the algorithm starts searching for subnetworks
with INC local chains. This number can be decreased or increased automatically to adjust the total cost of
a subnetwork up to the maximum allowed cost. The objective of each step of the algorithm is to find a
subnetwork that contains at least one service center with moderate to high estimated utilization, which
does not violate the cost constraint. (Note that a service center can belong to a subnetwork if its local utili-
zation is higher than .5). The algorithm takes into account that overlap can occur among subnetworks and

that there can be subnetworks with no local chains or no service centers (*).

(*) Chains that do not belong to any set of local chains are clustered in a submetwork with no service
centers. These chains will be the local chains of an empty subnetwork. Therefore, they visit only an IS
center representing their complement. This case results from networks which contain chains that do not
contribute much to the total utilization of any center. From the set of equations obtained above we see
that the effect of these chains is approximated by a reduction in the capacity of all the centers they visit.
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ing times, throughputs) were less than two percent compared with 26.8% (43.8%, 26.9%) for SCH and
99.6% (95.2%, 100%) for LIN.

From Table 1 and Figure 4 it is clear that Linearizer applied to the entire network is the most ac-
curate approximation. However, as we will illustrate in two large LOCUS examples below, it is by far the
most expensive of the approximations and it cost becomes prohibitive for networks with many chains.
Schweitzer's approximation applied to the entire network is less costly, but it can yield large errors. It was
not uncommon to get maximum errors around 20%. Our subnetwork approach provides favorable
accuracy/cost characteristics, particularly as the number of chains increases.

Table 2 and Figure 5 present results for the second set of experiments. We note that the results
are slightly worse than the results obtained for the first set of experiments. This can be explained by the
fact that, for this second set, we chose several networks that produced some of the least accurate results in

the first set of experiments,

We next present three networks with many chains to illustrate the potential of the approximation
technique we have described. Sinceominiﬁalmeard:goalwasmoﬁvatedbyfhelﬂCUSsystem,we
chose as the first two networks LOCUS types of models, as illustrated in Figure 6.

The first network is a model of LOCUS with 10 computer sites connected by a slotted ring com-
muxﬁcaﬁonchannelmodeledasproposedinEBlD(Sl]. Each site has 1 CPU (modeled as processor sharing
queue), 2 disks (modeled as FCFS queues) and only one type of job (thus only 1 chain per site is needed).
The slotted ring is modeled by a processor sharing service center and a closed chain visiting only this
center. This closed chain has only one job and models the time periods of one cycle during which the slot
is emupty (see [BUXS81]). Therefore we have a network with 11 chains and 41 service centers. For each
site we randomly chose from the following parameter values:

- mean think time: 2 to 15 sec.
- mean local CPU service time: 50 to 100 msec.



The second set of experiments consisted of networks with at least one MS service center. More
than half of the networks had the visit ratio of their chains and service times of the centers randomly
selected. The number of chains varied from 3 to 6, the maximum total number of customers was 50, the
number of MS service centers varied from 2 to 5 and the maximum number of servers varied from 2 to
15. Fortherestofthenztworkswcdaose,fromtheﬁmsetoftuts,scveralnetworkstbatproduced
some of the least accurate rmﬂtsandreplhwdoneormoreoftheocntmbjamlﬂﬁple server center. For
these networks, the number of chains varied from 4 to 8, the number of MS service centers varied from 1
to 3, the number of servers varied from 2 to 3 and the maximum total number of customers was 50. It is
worthwhile to comment that in the second set of tests the exact solution using MVA was very costly and
several of the tests took a few hours of CPU time in the VAX11/750, even for networks with a small

number of chains. Below we present the results of our experiments.

In the first set of experiments (i.e., for networks with SSFR and IS service centers only) each
queueing network model was solved exactly using MVA and approximately using exact MVA to solve cach
subnetwork (MVASUB) and approximately usmg Linearizer to solve each subnetwork (LINSUB). For
comparison with existing approximations we also solved the entire network using Schweitzer’s approxima-
tion (SCH) and Linearizer approximation (LIN). In the second set of experiments (i.e., for networks with
at least one MS service center) each queueing network model was solved exactly using MVA and approxi-

mately using exact MVA to solve each subnetwork.

Table 1 and Figure 4 summarize the errors obtained for the first set of experiments. Table 1
gives the average absolute value of the percent errors and the average of the maximum for each network.
Separatemmtsaregivenformmque\msiia,mcanwaiﬁngﬁmmandthroughputsinthecolummhead—
ed L, W and \ respectively. Figure 4 shows densities of the absolute value of percent errors for L, W,
and \. We found virtually the same errors were obtained when we used exact MVA or Linearizer to solve
each subnetwork. Since LINSUB is less costly than MVASUB we only plot the results for LINSUB in Fig-
ure 4. We found that for LINSUB 73.7% (74.5%, 88.7%) of the errors for mean queue sizes (mean wait-
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for network 2: 171 sec, 123 sec and 1 hour and 15-minrpecﬁvely (*). In Table 3 we give the absolute
value of the percent differences between the LIN solutions and the LINSUB and SCH solutions for the
two networks. Our LINSUB method provides close to the accuracy of Linearizer applied to the entire net-
work at close to the cost of Schweitzer’s approximation applied to the entire network. It appears to be the
method of choice when Linearizer is too expensive to apply to the entire network.

The third network is a model of small packet switching network with window flow control as illus-
trated in Figure 7. There are five virtual drcuits, each modeled as a closed chain as proposed in [REIS79].
All the links are half-duplex. Centers 1 to 5 represent groups of links 1 to 5 respectively and centers 6 to
10 represent the sources of virtual routes 1 to 5 respectively. In this example there are two identical links
connecting node 2 to node 3 and three identical links connecting node 4 to node 5. We assume that the
switching node 2 (4) has only one internal queue to route packets to node 3 (5) and chooses the first avail-
able free link for that. Therefore, we model the multiple links 2 and 4 as MS service centers with 2 and 3

servers respectively.

Table 4 presents the parameter values for this network. The automated clustering algorithm di-
vided the network into four non-overlapping subnetworks as shown in Table 5. Note that subnetwork 4
has no local chains which means that the complement for this subnetwork is represented only by Poisson
arrivals. Table 6 gives the absolute percent errors for the solution obtained when MVASUB was used in
comparison to MVA used for the whole network. The CPU times to solve this network in a VAX11/750
using MVASUB and MVA where 12.7 sec and 2.86 hours, respectively.

(*) In [DeSO83] we reported higher CPU times to solve these examples with LINSUB and LIN. The
reason was that we implemented the Linearizer algorithm as suggested in the original paper [CHANS2],
i.e., with the core algorithm costing O(JK?). However, it can be shown that the core algorithm necessary
for Linearizer can be implemented with a cost of only O(JK). These new CPU times reflect the new
implementation.



mean foreign CPU service time: 7% to 20% greater than local service time.
average disk service times: 50 to 80 msec. :

average number of local CPU-disk cycles: 8 - 10.

probability of making a request to a foreign site after a CPU-disk cycle: 0.1 to
0.4.

message size: 1000 bytes.

channe] speed: 10 Mbps.

jobs from one site may be restricted to run at only some of the sites.

number of jobs per chain: 6 to 12 (except for the chain of the slotted ring model
which has 1 job).

The second network is a much larger one and reflects the large number of sites and types of jobs
that would be found in a LOCUS network. The model is for a 16 site computer network, again connected
byaslottedring.Eadlsitehas20r3differenttypuofjobs(thus20r3d1ainspcrsite).Ead:sitehasl
CPU and 2 disks. The total number of chains and service centers is 41 and 65 respectively.

We randomly chose from the following parameter values for each site:

mean think time: 1 to 15 sec.

mean local CPU service time: 10 to 120 msec.

mean foreign CPU service time: 10 to 75% greater than local CPU service time.

average disk service time: 40 to 90 msec.

average number of local CPU-disk cycles: 2 to 10.

probability of making a request to a foreign site after a CPU-disk cydle: .1 to .8.
size: 1000 bytes.

channel speed: 10 Mbps.

jobs from one site may visit a subset of sites or all the other sites.

number of jobs per chain: 1 to 10.

The networks are too large to solve exactly using MVA and we only solved them approximately
using LIN, SCH and LINSUB. WheanSUBwasused,theﬁntnetworkwasmanuanydividﬁdintoll
subnetworks, 10 of them representing the sites and 1 representing the communication channel! Similarly,
the second network was manually divided into 17 subnetworks, 16 of them representing the sites and 1
representing the communication channel. The CPU times to approximately solve the networks on a
VAX11/750 using LINSUB, SCH and LIN were for network 1: 32 sec, 23 sec and 164 sec respectively and
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Figure 8 shows the average message delay in the Ethernet chanmel for a network with five sites
when the population of each site increases from 1 to 50, the message size is 2000 bits and the maximum
propagation delay (MPD) is .1 msec. Also shown are 90% confidence intervals obtained from a simulation
of this model, Figures 9 and 10 show the average response time when the number of sites increases (*),
when Ethernet and FCFS models are used {&r the channel. In Figure 9 the message size is 4000 bits and
tuemxhnumpmp;gaﬁondelayiminsec.rnﬁgmemmemagesizeissoommmemﬁmum
propagation delay is .05 msec. In both cases the population of each site is 10. Observe that a FCFS ser-
vice center for modeling the Ethernet chanmel provides a good approximation only when the channel is not
near saturation. The sharp knee in the response time curves indicates that a threshold model [KLEI76)

would be a good approximation for these systems.
6. Conclusions.

We presented an iterative approximation technique applicable to queueing network models with a
large number of closed chains. The method applies to product form networks with single server fixed rate
service centers, infinite server service centers and multiple server service centers. The approach can be
easily extended to support the class of queue dependent servers described in [HEFF82]. Extensive empiri-
cal results indicate that this method has good accuracy/cost characteristics when compared to existing
methods, particularly for networks with many chains. The approximation involves partitioning a queueing
network into subnetworks. A critical part of applying the algorithm is the "dustering” of chains and ser-
vice centers to form the subnetworks. An effident and effective heuristic was described to automatically
perform the clustering based on the computational cost that is specified. The approximation also provides
the flexibility to trade off increased cost for increased accuracy by choosing larger subnetworks with more
local chains.

(*) We didn’t simulate the networks for these two Figures due to the cost of simulating such large
networks,



An Application Involving a Non-product Form Network.

Many local computer networks uses a CSMA-CD protocol to access the bus connecting the dif-
ferent sites in the network. In the examples above, we assumed that the communication channel was a
slotted ring and used Bux’s model for the ring. Therefore the whole network model was product form. In
[GOLDS3] a FCFS single server center was used to model the effect of the Ethernet communication chan-
nel in the LOCUS network. We now address the problem of introducing a more detailed representation of
theEthcrnet_éhannclinaLOCUStypemodcl.

In the first two examples presented above, we applied the approximation developed in this paper
to solve a model of LOCUS with several sites. The network was divided into several subnetworks, one for
each site and one representing the communication channel. For the communication channel, the effect of
customers in the rest of the network was represented as Poisson arrivals. Furthermore, the effect of the
communication channel on the different sites was represented as an infinite server delay. Instead of using
a FCFS center for the channel or Bux’s model, we chose to use the analytical results obtained by Lam
[LAMS0] for a CSMA-CD protocol, with the minor heuristic modification introduced in [BUXS!] for a
nonslotted channel. Lam obtained a formula for the average delay for a packet in a CSMA-CD channel,
assuming Poisson arrivals. We used the arrival ra.nta implied by equation (3.3) as input to Lam’s formula.
The mean delay obtained was used in (3.4).

Figures 8, 9 and 10 show the results obtained for a model of LOCUS with identical sites, when a
FCFSccntcrwasusedforlﬁodcﬁngthechanndandwhenlam’savaagedelayformnlawasused. The

parameters for each site are:

mean think time: 4 sec.

mean CPU service time: 8 msec.

average disk service time: 10 msec.

average number of local CPU-disk cycles: 8.

probability of making a request to a foreign site after a CPU-disk cycle: .3.
channel speed: 1 Mbps.

jobs from one site may choose any foreign site to run, with equal probability.



Appendix.

We developed a heuristic search algorithm to divide a network into subnetworks and choose the
local chains for each subnetwork. The goal of the algorithm can be described as follows:

Given:
1 Theﬁﬁmnteduti]izaﬁomofw::hﬁcbainatead:mviccmm.
2. The maximum f::ost per iteration of a subnetwork.

Find:

A minimum covering set of subnetworks (the subnetworks need not be disjoint), and for each sub-
network a subset of the chains (the local chains).

So that:

1. For each subnetwork, the sum of utilizations of local chains at each service center of that subnet-
work is greater than 50% of the total utilization of that center.

2, The cost of each subnetwork is less than the given cost.

3. For a subset of chains, a subnetwork is formed by adding all possible service centers so that the
constraints 1 and 2 above are not viclated.

4. Constraint 1 may be relaxed if the total utilization of a service center is less than .6.

Based on the requirements above we developed a heuristic search algorithmh to divide a general
network into subnetworks (*). In addition to giving the maximum cost per iteration of a subnetwork the
user is prompted to provide a "starting point” for the search, in terms of an initial number of local chains
per subnetwork. The cost function of a subnetwork used by the algorithm, when MVA is used to solve a

subnetwork, is ] (N, + 1)2% MS service cnen, gince this function provides an estimate of the computa-
1 ¢ LC(S)
tional costs to solve each subnetwork exactly using MVA. Other functions may be used as appropriate.

We classify the centers in the network into critical and non-critical. Critical service centers are
SSFR or MS service centers that have total estimated utilization greater than or equal to .6. We also de-
fine two functions:
1) "Usage value” (UV) of a chain:

(*) However, any other algorithm satisfying the above requirements should work.
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The physical interpretation obtained® with this technique provides a way of using it in a broader
class of problems. In particular, we described a simple heuristic application for a non-product form net-
work. The method is extendible to other classes of non-product form networks and the results will be

presented in a future report.



FIND_A_SUBNETWORK_S()

- Take PRCS chains fram NAG which greater UV, (VAG)

and store in LC(S).

- FIND_CENTERS();

while (# of critical centers in S not yet present in another subnetwork == 0

if (# of chains in LC(S) < PR CS}'ez )
Takcancwsetof('PRCS #chamsmlfﬁ?};

from the criginal network with grater UV, )

value and store in LC(S);

FIND_CENTERS();

d’e{;fs%thmlchainin;m(& have not yet been replaced && REPLACE,_ CHAIN() == YES) {
lf{‘PRCShmnmgbemdmammd){

increment PR
} = refurn;

else {
= "Cost is too low. Can't cluster”™;
} - return;
) }
}

if (cost(S) = given cost) {
-Sisa ncwglul:mctwor,
}-retm-n,
else {
- REMOVE_UN_CHAINS();
1f(cmt5)>gwcnoost){
meMSmcmtmmS(m;'?ene)lmnl
cost is satisfied or at least 1 critical
center remains (if there is any).

}
elseSuanewsubnztwm-krcm
1f(cost(5)>gweucost
1f( than 1 chain in LC(S) has not yet been replaced) {
- Replace a chain in LC{( w:th est UV, (S
by a chain in the original network wlnchdos
not beleng to LC(S) wnththel'nghatUV(S
AND less number of customers than the 1o
be replaced. The replacement takes place only if
. there is at least 1 non-critical center (in the
new formed subnetworkS) not yet assigned
) toanyothu'subnctw

elsestanewsubnetwm'k return;

. (cost(Sl,R(Evhc:; cno::) l{:t been incremented) {

= Decrement PR
- return; -

}
else {

= "Cost is too low. Can’t cluster”;
; = refurn;

ilseSisancwsubnctwm‘k;rcm;



U,
wiis = X U;ﬁ—;y@

] e C(5)
2) "Local usage” (LU) of a center:
Uy

LU/S) = U—~e£8)

tcLC(S)
where:
U; = total estimated utilization of center j.
Uy = estimated utilization of chain k at center j.
C{(S) = critical centers in subnetwork S.

Note that UV,(S) is a measure of the contribution of chain k to the utilization of critical centers in
subnetwork §, and LU/(S) is a measure of the contribution of the local chains of subnetwork § to the utili-
zation of a center j € §.

We make use of two main subsets during the algorithm.:

NAG = subset of all centers not yet assigned to any subnetwork and all chains not yet as-
signed to be local to any subnetwork.
AG =  subset of all chains and centers already assigned.

The the algorithm searches for a subnetwork so that:

1, At least one new local chain is present.
2. At least one critical center not yet used is present.
The Algorithm.

Initially NAG is set to_contain all centers and chains and PRCS (present number of local chains
per subnetwork) is set to the initial number of local chains per subnetwork.

MAIN()
while ( # critical centers in NAG is > () {
#(si found) | ORKS0:
is
- REMOVE_UN_CHAINS();
} - update NAG and AG;

}
- Remove any subnetwork covered by other.

- Form a subnetwark containing no centers and
whose local chains are the ones in NAG.
- Form a subnetwark comtaining cnly centers in NAG.
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FIND_CENTERS()

- Find all centers from the original network so that
constraint 1 above is satisfied for the set of local
chains of S ,

} Store these centers in S,

?WOVE_UN_CI—IANSO

- Remove chain in LC(S) which is ™ "
A i chainlist?eonethat,‘m
do not alter the number of critical centers in §,

LU/(S) = LU/(S without local chain 1) _

J¢€) LULS)
This last cendition avoids the remaoval of local chains
that contribute significantly to the total utilization

) of centers in 8§

REPLACE_CHAIN(Q

{

- Replace a local chain of S with smallest UV, (NAG)
value by a chain in the original network with
greater UV, (NAG) value (if possible);

if (replacement is done)

}el,’:“,.;‘:;m“(%%);
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Average Average of Maxima
L w A L w A

MVASUB | 1.44 138 81 537 58 210
LINSUB | 1.54 144 85| 567 6.15 211
SCH 441 356 348 | 1068 13.29 6.56
LIN 41 33 26| 112 134 49

Table 1. Absolute Value of Percent Errors. First Set of Experiments.

Average Average of Maxima
L w A L W= A

MVASUB | 1.96 174 117 | 676 743 24

Table 2. Absolute Value of Percent Errors. Second Set of Experiments.
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LINK CAPACITY (Kbps) | Mean Service Time (msex)
1 70 29
2 50 40
3 30 66
4 40 50
5 40 50
VIRTUAL WINDOW ROUTE MEAN SERVICE TIME
CIRCUIT SIZE {Switching Nodes) AT THE
SOURCES (msec)
1 10 1-2-3 50
2 6 1+42-4-5 200
3 8 1+2-3 100
4 5 2-+4-5 100
5 5 4-.5-3 50

Table 4. Parameters of Example 3.
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Average Maximum
L w A L w A
11 Chain network
LINSUB 9 18 04| 129 130 8
SCH 3.5 244 209|153 209 5.75
41 Chain network
LINSUB 38 33 11| 461 495 39
SCH 490 321 336|158 248 103

Table 3. Comparison with LIN Solutions - Absolute Value of Percent Differences.
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SUBNETWORK | LOCAL | CENTERS
CHAINS
1 L3 | 16,8
2 2,4 | 3,7,9
3 s 5, 10
4 2,4

Table 5. Grouping of Example 3.

- Average Maximum
L W A L L2 N
MVASUB | 0.75 0.66 .29 | 213 211 .34

Table 6. Comparison with MVA. Third Example.
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