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The purpose of this note is to draw altention to certain aspects of causal reasoning which are 
pervasive in ordinary discourse yet, based on the author's scan .of the literature, have 1101 received 
due treatment by logical formalisms of common-sense reasoning. In a nutshell, it appears that almost 
every default rule falls into one of two categories: expectation-evoking or explanation-evoking. The 

former describes association among events in the outside world (e.g., fire is typically accompanied 
by smoke); the latter describes how we reason about the world (e.g., smoke normally suggests fire). 
This distinction is consistently recognized by people and serves as a tool for controlling the 
invocation of new default rules. This note questions the ability of formal systems to reflect 
common-sense inferences without acknowledging such distinction and outlines a way in which the 
flow of causation can be summoned within the formal framework of default logic. 

1. How Old Beliefs Were Established Determines Which

New Beliefs Are Evoked

Let A and B stand for the following propositions: 

A "Joe is over 7 years old." 
B "Joe can read and write." 

Case l. Consider a reasoning system with the default rule 

def
8

: B-A. 

• This is a revised version of a paper presented at the AAAI-87 Conference, Seattle, WA.
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A new fact now becomes available, 

e 1 
"Joe can recite passages from Shakespeare," 

together with a new default rule: 

Case 2. Consider a reasoning system with the same default rule, 

def
8

:B-A. 

A new fact now becomes available, 

e2 
"Joe's father is a Professor of English," 

together with a new default rule, 

J. PEARL

(To make def2 more plausible, one might add that Joe is known to be over 6 
years old and is not a moron.) 

Common sense dictates that Case 1 should lead to conclusions opposite to 
those of Case 2. Learning that Joe can recite Shakespeare should evoke belief 
in Joe's reading ability, B, and, consequently, a correspondingly mature age, 
A. Learning of his father's profession, on the other hand, while still inspiring
belief in Joe's reading ability, should not trigger the default rule B - A

because it does not support the hypothesis that Joe is over 7. On the contrary;

Joe's father is 
Joe is over 7 years old. an English professor. 

def I 
Joe can read and write. 

Case 1 Case2 

FIG. 1. The default rule B-+ A should be invoked when B is established by evidential information 
(Case 1) and inhibited when Bis established by prediction (Case 2). Causal rules point downwards 
and evidential rules upwards. 
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tion between causal and evidential default rules. It is quite feasible that with 
just a rough quantization of rule strength, the major computational benefits of 
causal reasoning could be tapped. 

5. Conclusion

The distinction between C-believed and £-believed propositions allows us to 
properly discriminate between rules that should be invoked (e.g., Case 1 of 
Joe's story) and those that should not (e.g., Case 2 of Joe's story), without 
violating the original intention of the rule provider. While the full power of this 
distinction can, admittedly, be unleashed only in systems that are sensitive to 
the relative strength of the default rules, there is still a Jot that causality can 
offer to systems lacking this sensitivity. 
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