250

TECHNICAL REPORT R-28

IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. PAMI4, NO. 3, MAY 193y

GODDESS: A Goal-Directed Decision
Structuring System

JUDEA PEARL, SENIOR MEMBER, EEE, ANTONIO LEAL;'AND JOSEPH SALEH, MEMBER, IEEE

Abstract~This paper describes an operational version of a com-
puterized, domain-independent, decision support system which is based
on a novel, goal-directed structure for representing decision problems.
The structure allows the user to state relations among aspects, effects,
conditions, and goals, in addition to actions and states which are the
basic components of the traditional decision tree approach. The pro-
gram interacts with the user in a stylized Englishdike dialogue, start-
ing with the stated objectives and proceeding to unravel the more de-
tailed means by which these objectives can be realized. At any point
in time, the program focuses the user’s attention on the issues which are

" most crucial to the problem at hand. The structure used is more com-
patible with the way people encode knowledge about problems and
actions, and therefore promises to offer the following advantages:
1) judgments and beliefs issued by the user constitute 2 more valid
representation of the user’s experience; and 2) the user may be guided
toward the discovery of action alternatives he otherwise would not
have identified.

Index Terms—Decision analysis, decision support systems, knowledge
acquisition, knowledge-based systems, means-ends analysis, planning
aids, problem structuring,

I. INTRODUCTION

ECISION support systems (DSS’s) can be classified into
two major categories: knowledge-based systems and
situation-based systems. Knowledge-based systems store and
employ a large database, which contains the features and con-
straints specific to a given problem environment (e.g., they
- may employ a large medical or legal library) and enable the
user to obtain immediate access to factual information from
the problem environment. It is the user’s task then to men-
tally incorporate this information with additional inputs re-
garding the specific problem situation and come up with a
decision strategy. Situation-based systems are domain-
independent, acquiring knowledge and generating inferences
concurrently, They rely on the user carrying most of the
background knowledge and expertise and only map into the
machine that section of knowledge which the user perceives
as relevant to the problem at hand. In this mode the machine
acts as a sophisticated and friendly “sounding board”; it does
not provide information of its own, but it assists the user in
structuring and searching his own knowledge and provides
advice on alternative courses of action.
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Decision-analytic technology employs situation-based sup-
port. Decision analysts who are called upon to assist in the
solution of 2 given planning problem usually possess less
specific knowledge about the problem domain than their
customers. The benefit of their services stems primarily from
their familiarity with a skeleton structure (i.e., a decision tree)
common to all problems, and their ability to represent all
problems within the confines of this structure and to draw
optimal conclusions from the formal structure once it solidi-
fies. While the optimization process is usually performed on
electronic computers, the formalization phase has been con-
ducted manually, using lengthy interviews with persons inti-
mately familiar with the problem domain.

From a practical viewpoint, however, the major drawback
of manual interviews is their length and cost. Since real-time
analysis of decision trees is beyond the limitation of human
computational capability, it invariably happens that many
hours of interviews are spent on eliciting portions of the deci-
sion tree which do not have decisive bearing on the problem(s)
at hand. This fact can be discovered only at a later stage once
the problem structure is formalized and a sensitivity analysis
has been conducted on an electronic computer. During the
interview itself, however, it is impossible for the analyst to
process the entire information obtained by him up to that
point and to select the optimum course of conducting future
inquiries.

A direct man-machine interface can provide three distinct
advantages. First, it offers the capability of real-time sensi-
tivity analysis, which in turn can be used to guide the growth
of the decision tree in only the more promising directions.
Second, it provides an inexpensive means of updating the pro-
gram with new knowledge, even by the nontechnical decision
maker. Finally, it opens the way to computerized real-time
Delphi methods for aggregating opinions of several remotely
located experts.

The goal of constructing a computerized structuring aid was
pursued by Leal in 1976 [5]. It culminated in “An Inter-
active Program for Dynamic Elicitation of Decision Struc-
tures,” exhibiting a computerized system which interacts with
a user in stylized English and provides assistance in structuring
his/her problem perception, making plan recommendations
and communicating the structure to others [6]. The pro-
gram’s main techniques were borrowed from both artificial
intelligence (AI) and decision analysis (DA). DA provided a
formal structure of knowledge representation in the form of
a decision tree quantified with probability and value assess-
ments. Al provided techniques for heuristic search of game
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trees, and to a lesser “degree, some capabilities for natural
languages processing.

Since the completion of Leal’s program, the feasibility of
automating the process of tree elicitation has attracted the
interest of several other laboratories. Merkhofer et al. [8]
describe a tree structuring support system for command and
control applications. Leal er al. [7] and Steeb and Johnston
[15] describe an interactive computer aiding system for group
decision making designed to support crisis management
situations.

GODDESS, the structuring-aid system reported in this paper,
represents a methodological extension of the works above in
breaking away from the confines of decision tree representa.
tions and employing a richer structure which, we believe, is
mose compatible with the way people perceive their problems.
The paper is organized as follows. Section II presents the de-
ficiencies of decision tree representations which prompted us
to adapt the goal-directed structure outlined in Section III.
Section IV describes the network of relationships construc-
tured by GODDESS and how judgments about these relation-
ships propagate through the network. Section V outlines the
philosophy and procedures used by GODDESS to control the
user’s focus of attention. Section VI presents a sample dia-
logue between GODDESS and a user seeking financial advice.
Conclusions and prospects for future developments are dis-
cussed in Section VII.

Il. DEFICIENCIES OF DECISION TREE REPRESENTATION

Experience with the operation of Leal’s program confirmed
earlier hopes that due to the structural simplicity of decision
trees, only very primitive levels of language-understanding
would be sufficient to conduct natural, English-like dialogues,
However, the lack of sophisticated language understanding
features, aside from accounting for the simplicity of the pro-
gram, also resulted in several deficiencies. The most serious
deficiency arises from the constraint of representing knowl-
edge in tree form,

In many real-world applications, the decision maker may not
perceive a problem in the form of a time sequence of decision
alternatives and event outcomes, but rather as a static network
of influences surrounding issues and factors. Consider, for ex-
ample, our perception of the environmental pollution prob-
lem. The issues of capital investment, energy needs, energy
supply, unemployment, public heaith, etc., all seem to be
tightly interwoven in a network of cause and effect relation-
ships. The first step in attacking such a problem should be to
explicate the underlying causal network rather than to hy-
pothesize and evaluate various action/event scenarios.

When a person confronts such a complex problem he is
rarely aware of the set of relevant altemnative actions available
to him at the onset. In fact, he usually hopes the analyst
would help him identify those alternatives on the basis of cer-
tain things he desires to achieve and others he wishes to pre-
vent. The user may become aware of his immediate options
only after unraveling the processes which influence the desired
and undesired effects, the preparations needed to make these
processes more or less effective, and the conditions which
should prevail before an action becomes applicable.
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The major difference in the formal representation required
for such problems and the one handled by decision trees is
that the atomic entities admitted by the latter representation
are restricted to be descriptions of “world states” or decision
“situations.” The decision maker can express relations among
these situations but is unable to express relations between
their constituents. For example, when a decision maker is
asked to assess the value of a situation resulting from a given
event/action sequence, he is presented with the entire se-
quence and is forced to aggregate the effects of all the event/
action components by mental manipulations. He cannot, for
example, explicitly express the belief that raising taxes is a
positive contributor to unemployment regardless of other
situational factors such as air pollution or the energy embargo.

Decision analysis is founded on the paradigm that the relia-
bility of human judgments increases when the format of these
judgments are made more compatible with the internal format
used by people to encode experience. In fact, the sole ration-
ale of the problem-decomposition “divide and conquer’ ap-
proach is to reformulate a given problem statement in terms
of many so<alled more “elementary” problem statements to
which reliable judgments can be assigned. The reason that one
expects these elementary judgments to be more reliable than
those involving global considerations is only that the former
are more likely to match the format in which human exper-
ience is encoded. Research showing that decomposition im-
proves judgmeut has been reported by Armstrong et al. [1]
and Gettys ez al. [4]. ’

The decomposition affected by decision tree analysis offers
only the first step toward a structural match between the ex-
ternal and the internal codes. The fragmentation, however,
remains too crude to allow the user to express beliefs in a
natural and therefore more reliable manner.

The main objective of the current research project has been
to devise a richer structure for eliciting knowledge about de-
cision problems, a structure in which aspects, issues, and con-
ditions are represented as independent entities. On the basis
of such a structure it becomes feasible to construct a decision
support program that starting with the stated objectives,
guides the decision maker toward the discovery of action alter-
natives he otherwise would not'have identified.

III. A GOAL-DIRECTED APPROACH

To facilitate an “issue-oriented” problem elicitation pro-
gram, the internal machine representation of problem situa-
tions could be based on the methodology known in artificial
intelligence as “problem reduction” or “means-ends analysis”
[9]. Each element in this structure (denoted by a node in a
graph) represents a subproblem or a subgoal rather than a state
description. The task of describing a problem as a collection
of interdependent issues (i.e., hopes and concems) is regarded
as a reduction of the global problem into several components.
These can be further reduced to their constituencies, and so on.

A “means-ends analysis” was first employed in the general-
problem-solver (GPS) program developed in the late 1960’s
[2]. The program is controlled by “differences”: a set of
features which make the goal different from the current state.
The programmer had to specify along what dimensions these
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Fig. 1. Decision tree representation of terrorist attack problem,

differences are measured, which differences are easier to re-
move, what are the operators available for the reduction of the
differences, and under what condition each reduction operator
is applicable. A successful planning program called STRIPS,
based on the same principles, was implemented at SRI to plan
the actions of an object-manipulating robot [3]. In STRIPS
also actions are brought up for consideration by virtue of their
potential for reducing the differences (mismatched logical as-
sertions) standing between the desired goal and the current
state. When the current state does not possess the conditions
necessary for enacting a desired difference-reducing operation;
a subgoal is created to generate the missing conditions. The
structure underlying this form of reasoning is no longer a tree
but an 4~D/OR graph. The OR nodes represent various types
of actions one can employ in attempting to achieve a given
subgoal, and the 4~D nodes represent the remaining subgoals
(differences) all of which should be resolved before a solution
is reached. These latter sets of subproblems are of two types:
the first contains a set of preconditions that must be realized
before the enactment of a previously identified desirable ac-
tion becomes feasible; the second contains a set of adverse ef-
fects (additional differences) introduced by such an action.

A similar 4AND/OR graph structure has been selected as the
basic representation for our decision-structuring program, and
since at each level of expansion the content of deeper levels is
determined by the available set of subgoals, we call it a goal-
directed program [10] with the acronym GODDESS.

To demonstrate the difference between this structure and
the traditional decision tree, consider two possible conceptual-
izations of the problem of handling a terrorist attack. Fig. 1
represents a possible beginning of a decision tree describing the
crisis, while Fig. 2 represents a goal-directed structure for the
same problem. The two basic entities in the latter structure
are actions (in O boxes) and subgoals or issues (in {J boxes).
The root of the graph labeled TERRORIST ATTACK is recog-
nized as involving two main issues: securing the hostages’

safety and discouraging future attacks. These are connected
by an AND arc to indicate that both issues must be dealt with
simultaneously. At this point the natural question for the
computer to ask would be, “Could you think of an action
which would serve the hostages’ safety and at the same time
would deter future attacks?” The possibility of *“aTTack
TO RESCUE” immediately comes to one’s mind, and the vari-
ous aspects of this suggestion are explicated. Other actions,
intended to resolve each subgoal separately, are then elicited.
Each action is characterized by two lists: 1) a preconditions
list, and 2) an effects list. Any one of the preconditions which
is not yet satisfied generates a subgoal (e.g., the condition
“terrorists must agree to postpone deadline” generated the
subgoal “provide terrorists with incentive for postponement”).

Some arcs of the graph may point back toward higher levels
in the structure. For example, one of the effects of “‘surrender
to demands” is found to be “encourage future attacks.” This
generates, since it is an adverse effect, a subgoal of eliminating
this effect, namely the subgoal “deterring future attacks”
which is already listed in the first level.

The main advantage of this structure is that the intent of
each action is spelled out explicitly prior to naming the ac-
tion. The analysis proceeds from the ends toward the means
encouraging the user to discover novel alternatives. For ex-
ample, the alternative “negotiate for release of sick hostages”
may only came to mind after drawing the subgoals “obtain in-
formation on terrorists mentality and capabilities,” Clearly,
similar goals may also implicitly influence one’s thoughts dur-
ing a decision tree elicitation. For example, the alternative
“negotiate” in Fig. 1 may have been identified for the purpose
of obtaining additional information about the terrorists’ men-
tality. However, not having such purposes spelled out
formally may cause the user to neglect exploring a large set of
alternatives which can make up a workable sclution plan.

In formal problem-solving, such as theorem proving or robot
planning, problems are said to be solved when a sequence of
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Fig. 2. Goal directed representa

operators is found which removes all differences between the
desired and the current state. In real-life problems, such as the
terrorist problem above, issues seldom get “resolved.” They
are at best alleviated or controlled within acceptable ranges.
For example, one has no guarantee that meeting the terror-
ists” demands would result in the hostages’ safety. The latter
is only a plausible expectation. Similarly, one cannot be sure
of the degree to which storming the building would deter fu-
ture terrorist attacks. Such estimates must be assessed using
educated guesses and quantified using a formal structure. The
descriptions of the actions should also contain information on
the degree to which each of the preconditions contributes to
the realization of each subgoal. For example, the action “at-
tack to rescue” should qualitatively specify how critical it is to
obtain the desired information in order to secure the hostages’
safety during the attack. Similarly, a value judgment must be
attached to each of the mentioned subgoals in order to deter-
mine both the relative merit of candidate solution plans and
the direction of future elicitation queries.

Whereas GODDESS’s basic representation is tailored after
the condition-action-effect structure of STRIPS, it also con-
tains two novel features. First, it is equipped with procedures
for processing partially satisfied as well as uncertain and value
driven relationships. Second, GODDESS contains procedures
for systematic and directional acquisition (or elicitation) of
the knowledge required for synthesizing plans.

Note that the structure depicted in Fig. 2 could also con-
stitute a “frame” (or template) for representing the generic

tion of terrorist attack problem.

aspects of terrorist-attack problems. Once elicited in detail,
such a structure could be prestored as an “expert” on terrorist
confrontations and be consulted when a particular crisis de-
velops. The advantage of prestoring the “frame” is that dur-
ing the crisis only the problem-specific parameters need be
explored in detail. On the basis of these parameters the pro-
gram could also suggest prestored contingency plans for con-
sideration by the user, provide explanation for its suggestions,
and, to some degree, be able to understand queries posed to it
in English.

IV. ORGANIZATIONAL DESIGN AND VALUE PROPAGATION

Fig. 3 shows the skeleton of the structure used by
GODDESS in each knowledge-acquisition cycle. Its main com-
ponents are the following,

1) Goal: The major objective of the decision maker.

2) Subgoals: The goal *“dimensions,” “attributes,” or de-
tailed items that combine to form the overall goal.

3) Actions: The major action strategies that are open to
the decision maker for advancing a particular subgoal.

4) Modes: The possible implementation methods of per-
forming each action.

5) Preconditions: Those states of nature or the environ-
ment that are desired for permitting a particular (action) mode
to be implemented effectively.

Fig. 3 should be thought of as a decision network. Thus, the
goal is divided into several subgoals, each subgoal hag;a number
of possible actions that could accomplish it, each action has a
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number of ways (modes) it can be performed, and each mode
has a number of preconditions that must be completed. Once
the preconditions are specified, they lead directly to new sub-
goals, that is, the subgoal of completing the specific precondi-
tion that allows actions to be taken, etc. If the realization of
a precondition is beyond the direct control of the user and is
instead perceived to depend on externally controlled eventual-
ities, that precondition is then treated as an uncertain event
node quantified by likelihood estimates. This structure can
then be repeated recursively.

Cross-relationships can also exist in the graph when an action
is perceived having a beneficial or adverse effect on a subgoal
to which it is not directly connected. GODDESS instructs the
user to identify and characterize such “side effects” so that
the program accounts for the full impact of each action.

During the knowledge-acquisition phase the user is in-
structed to quantify the strengths of various relationships be-
tween these components. A brief summary of the rules used
by GODDESS to propagate these quantifiers through the net.
work is provided below.

The Major Goal: The objective of GODDESS is to maxi-
mize the expected value of G(0 < G < 1}, which is a numeri-
cal value attached to the major goal and represents the user
level of satisfaction with the accomplishments realized in the
various subgoals,

Subgoals: GODDESS forces the user to express all issues,
hopes, as well as concerns, as areas for potential improve-
ments, i.e., subgoals. For example, the fear of losing one’s job
could be expressed as a subgoal “maintain job” or “reduce
likelihood of losing job.”

The goal value G is obtained from the subgoal levels and
weights by a linear combination G = Z; WV, (ie., linear multi-
attribute model) where the level V(0 < V;< 1) of subgoal / is
the degree to which it may be completed by the plans stated
and the weight W, (0 < W, < 1) for subgoal / is a measure of
its importance reiative to other subgoals.

Actions: After a list of specific subgoals has been estab-
lished, the user is asked to think of possible action strategies
that would help produce tmprovements in each one of the sub-
goals listed. The strategies are treated as mutually exclusive; if
a combination strategy is perceived to be especially promising,
it ought to be listed separately.

Each action strategy is characterized by an “effectiveness”
quantifier £;(0 < £, 7 < 1), which measures the level of subgoal
attainment to be expected if action strategy j were executed.

Each action strategy can be supported by a set of action
modes which contain more detailed specifications of how the
action strategy may be implemented. For example, the mode
may specify the time, place, technique, and various resources
to be used in support of the parent strategy. The action mode

effectiveness £,(0 < £, < 1) is the amount that the corre-
sponding mode affects the success of the parent strategy.

The benefit of characterizing actions by a two-level structure
lies in the fact that some properties of an action strategy (e.g.,
preconditions) would be identical to all its modes, This would
enable us to store these common sets of properties in the de-
scription of the parent strategy, thus saving the storage and
elicitation time otherwise consumed by duplication.

Preconditions: A “precondition” is a feature of the environ-
ment that must exist before an action mode (or strategy) can
be implemented effectively. GODDESS instructs the user to
characterize each precondition by a criticaliry threshold
(0 < C< 1), which represents a threshold on the degree of
achievement of the precondition below which the effectiveness
of the corresponding action mode is nullified.

The relationship between the precondition completion level
L, its criticality C, and the effectiveness of the support mode
is captured by a truncated linear function: §(L,C) =
L-0)1- Cif L2Cand 8(L,C)=0ifL < C.

The overall effectiveness of an action mode requiring several
preconditions is obtained by taking the product £
IL; 8(L;, C;) over all the connecting preconditions.

Whenever GODDESS realizes (using the dialogue manage-
ment procedure described later) that the success or failure of
the overall plan hinges critically on a given precondition, it
proclaims the fulfillment of this procondition as a new sub-
goal. This proclamation calls the user’s attention to a new
spectrum of problems zimed toward satisfying the correspond.
ing precondition, thus repeating the entire structure including
action strategies, action modes, further preconditions, etc.

Uncertain Events: Uncertain events are treated as uncontrol-
lable preconditions, i.e., a precondition whose level of attain.
ment is affected by factors other than the planner’s actions,
GODDESS associates two parameter-vectors with each uncon-
trollable precondition. The first vector [p(11), p(1ry), ce]
contains the probability of occurrence of each uncertain out-
come. The second vector [(L ), (L15;), -+ -] contains the
level of compietion of the precondition, given the occurrence
of the corresponding uncertain outcome. Once these vectors
are elicited, the system examines the elements of the second
vector and proclaims a new subgoal aimed at increasing the
probability of the most desirable outcome, i.e., the one with
the highest (L 14).

As the expansion of the new subgoal continues, the proba-
bility vector is updated. Using the two vectors above, the ex-
pected level of attainment of the major goal can be calculated
by G = Z,; (Glt)) p(t;), where (Glz;) is the value of the major
goal computed by assuming that outcome ¢, has occurred and
that the best action was accordingly selected.

Side Effects of Actions on Subgoals: GODDESS alerts the
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Side Effects:

(Action number, Affected objective number, Adverse effect)
1 2 0625
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The goal of “Improve my financial status” can be attained to
level of 4 55 if the following actions are taken,

Implement “Invest in stock market—Electronics’ toward the
objective “Have large assets.”

Simultaneously, implement “Get a partner” toward “Find
management assistance” which will eventually facilitate im-
plementation of “Open a business—Joint venture” leading to
attainment of “Have high steady income.”

VII. EVALUATION AND FUTURE PROSPECTS

In this phase of the research we have made no special effort
to equip the program’s queries with a more natural “flair,”
which may partially account for the repetitive, mechanical
style displayed by the present form of the program. A signifi-
cantly more human style of conversation can, for example, be
obtained by a random selection of synonymous phrases to
avoid repetition (see [6]) and by exposing the queries’ pur-
pose, e.g., “It is crucial that we first examine ways of achiev-
ing ‘X" " or “I am trying to find out whether you foresee any
special difficulties in executing ‘Y, etc. Simple language-
analysis features such as syntactic transformations, word
matching, and key-word control would also greatly enhance
the natural flavor of the dialogue style, but may on occasion
lead to grossly incorrect phrases.

A more drastic leap toward natural discourse can, of course,
be achieved by equipping GODDESS with some rudimentary
knowledge about the domain of discourse. For example, basic
knowledge of real estate relationships could assist GODDESS
in producing the phrase “Let us consider the option of invest.

« 7*

ing in real estate by purchasing an apartment building,” in-

remotely

possible * possible, probable,

quite
probable’

stead of the awkward concatenation, “Invest in real estate—
apartment building” used by GODDESS. However, our pri-
mary commitment in this project has been to construct and
explore a totally domain-independent system. We believe that
the weakness of GODDESS’ style of discourse is a small price
to pay for the benefit of using a single program to assist any
advice seeker, from a real estate investor to a National Policy
Planner. i

Several observers of GODDESS have also commented that
they sometimes feel uncomfortable assigning numerical values

to the judgments requested, and that they occasionally fee}
unsure of what these numerical values represent or how tg
caiculate them. The current system is equipped with severa]
instructural features which can' provide, upon request, a more
detailed explanation of the nature of the assessment requested.
Part of the “assessment discomfort” can be alleviated by im-
proving these features, and part would be remedied when the
user is asked to provide not a single number but a range of pos-
sible values.

However, we attribute the basic difficulty connected with
assessing levels of attainment and strengths of influences to
the fact that in everyday discourse these same concepts and
relations are communicated in qualitative, nonnumeric cast-
ings. Not too long ago, before the general public became ac-
customed to numerical broadcasting of weather-predictions
and accident statistics, the quantification of likelihood judg-
ments (i.e., probability) met with similar resistance and un-
easiness. We also found that after several days of working
with the system, users saw no difficulty in interpreting and
performing the assessments required. Consequently, we hope
that the decision makers who could benefit from frequent con-
sultation with such support systems will quickly become
familiar with its somewhat nontraditional parameters,

For the occasional, inexperienced, and nontechnical users,
we are currently examining a2 more drastic but more promis-
ing solution: disposing of numerical estimates altogether.
Most of human knowledge and skills are acquired via non-
numerical media. Most training manuals and committse’s
reports convey useful information in purely linguistic terms.
We read a newspaper article and feel very comfortable with
statements such as “This vote by Congress would substantially
impair the President’s bargaining power.” Although phrased
qualitatively, we do acknowledge that such a statement con-
veys important and useful factual information without insist-
ing on numerical explication of the degree of impairment.
Similarly, it would be more natural and comfortable for the
common decision maker to respond to queries such as the
following:

Computer: “Is this condition absolutely necessary for ac-
tion X or just desirable?” or

Computer: “Is it very likely or just probable? Choose the
most appropriaie term.

very  almost

likely, likely’ sure °’

Behind the scenes, the program can map the user’s linguistic
response onto an appropriate numerical scale and propagate
the resulting value through the graph by the methods de-
scribed in Section IV. The user, however, will be spared the
labor of quantifying inherently linguistic variables and the
guilt associated with issuing uncertain estimates.

This approach will undoubtedly raise objections from tradi-
tional analysts who may view the reliance on linguistic, rather
than numerical, inputs as a regression toward the prescientific
era of speculative alchemy and seat-of-the-pants decision mak-
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ing. However, the ultimate objective of decision analysis is to
provide both formal and valid representations of the decision
maker’s experience. Forcing a person to produce numbers
would not by itself make the representation more valid, espe-
cially when one’s experience is encoded qualitgtively. A more
reasonable approach would be to incorporate into the formal
model as many of these qualitative relations as possible, so as
to make the end results insensitive to the exact magnitude as-
signed to each relation. We believe that the goal-directed
structure is a step in this direction; it is made up of many de-
tailed and cognitively clear relationships which render the
exact quantification of each component less critical. We feel,
for instance, that the statement, “Noise level and safety are
two factors of roughly equal importance,” conveys more re-
liable information than any reasonable numerical response to
the query: “How many people seriously injured or killed per
year, call that number x, make you indifferent between the
option: [x injured or killed and 2500 persons subjected to
high noise levels] and the option: {one person injured or
killed and 1 500 000 subjecied to high noise levels] 7" (Slovic
et al. [14], quotation from Keeney’s analysis of “The Mexico
City Airport™).

Succinctly, our basic position on this issue can be sum-
marized by the belief that qualitative relationships of many
cognitively meaningful concepts can be made to produce more
accurate results than can numerical quantification of few cog-
nitively unmanageable relationships. ‘

Although we have not performed systematic experimes s for
evaluating the merit of GODDESS it appears that the goal-
directed structure offers several advantages over the traditional
decision tree approach. QOur personal experiences with the two
types of decision support systems confirm earlier expectations
that the goal-directed approach would offer superiority in
both clarity and purposefulness.

We find it clear, natural, and pleasing to talk about the need
to obtain a loan in order to build a house, to quantify the
degree of this need, or to express directly the fact that re-
financing a house would diminish one’s spendable income..
These options of expression are simply not provided by the de-
cision tree approach, where only action-sequences and world-
states are considered, while conditions, issues, and factors re-
main tacit.

Similarly, we have on several occasions noticed that the ex-
plicit mention of an objective by the program focuses the at-
tention of the user on a host of related experiences and evokes
a number of unconventional alternatives capable of realizing
that objective. For example, the idea of refinancing one’s
house and using the funds to develop one’s land is very com-
mon to anyone with a little experience in real estate. How-
ever, to a user with no previous exposure to real estate
manuevers, this possibility either may not occur, or in the more
common case, the prospects of entering into debts may be dis-
carded from conscious attention by virtue of emotional bar-
riers or unpleasant associations it may carry. The goal-directed
method weakens the impact of such barriers by focusing on a
single objective at any given time and instructing the user to
ignore, for the moment, all side effects. It should be very hard
for the user responding to the query: “List all possible action
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strategies that you can take toward the fulfillment of ‘Get
funds’” not to mention the possibility “Refinance my house,”
regardless of the adverse implications that such an altemative
may carry. .

Recent experiments by Pitz, Sachs, and Heerboth [12] con-
firm our belief in the potential of GODDESS to encourage the
discovery of novel alternatives. Of several candidate proce-
dures tested for evoking a wider variety of choices, the one
based on subgoal elicitation was found to be most effective.
Additional experiments undertaken at our laboratory further
show that goal-directed structuring, more than decision-tree

structuring, encourages subjects to deviate from habitual pat-
terns of behavior [11].

Based on these preliminary results and observations, we can-
not rule out the prospect that the goal-directed structure de-
scribed in this report will develop into the standard architec-
ture for next generation decision-support systems. It provides
a personal consultation to the casual user in a user-defined
terminology and retains a formal documentation of the plan-
ning process. It is capable of operating in a fully computerized
mode as well in a “analyst’s apprentice” capacity, wherein the
program would merely assist a traditional decision-analyst in
selecting the next issue to be discussed. Finally, it is con-
ceptually appealing and permits both systematic and direc-
tional acquisition of knowledge.
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