In. B. Nebel, C. Rich, and W. Swartout (Eds.), Proceedings of the Third International
Conference on Principles of Knowledge Representation and Reasoning (KR'92), pp.

661-672, 1992.
661

D

Rank-based systems: A simple approach to belief revision, belief
update, and reasoning about evidence and actions.

Moisés Goldszmidt Judea Pearl
< moises@ces.ucla.edu > < judea@cs.ucla.edu >
Cognitive Systems Laboratory, Computer Science Department,
University of California, Los Angeles, CA 90024

Abstract

We describe a ranked-model semantics for if-
then rules admitting exceptions, which pro-
vides a coherent framework for many facets
of evidential and causal reasoning. Rule pri-
orities are automatically exiracted form the
knowledge base to facilitate the construction
and retraction of plausible beliefs. To rep--
resent causation, the formalism incorporates
the principle of Markov shielding which im-
poses a stratified set of independence con-
straints on rankings of interpretations. We

A*—shew how-this-formalism-resolves-some-classi

cedures. The main thrust of the paper (Section 3) is
the introduction, within the basic framework of rank-
ing systems, of a s;mple mechanism called stratification
for the representation of causal relationships, actions,
and changes.

The lack of a mechanism for distinguishing causal re-
lationships from other kinds of associations has been a
serious deficiency in most nonmonotonic systems [28],

the classical illustration of which is given by the now-
famous Yale Shooting Problem (YSP) [20]. In its sim-
plified version, the YSP builds the expectation that if
a gun is loaded at time iy and Fred is shot with the
gun at time ¢;, Fred should be dead at time t», degpite

~ cal problems associated with specificity, pre-
diction and abduction, and how it offers a
natural way of unifying belief revision, belief
update, and reasoning about actions.

1 Introduction

This paper is a culmination of several attempts to give
conditional knowledge bases (with exceptions) empiri-
cal semmantics in terms of infinitesimal probabilities, to
be regarded as qualitative abstractions of an agent’s
experience. This semantics can be described in terms
of rankings on models, where higher ranked models
stand for more surprising (or less likely) situations.
At the heart of this formulation is the concept of de-
fault priorities, namely, a natural ordering of the con-
ditional sentences which can be derived automatically
from the knowledge base and which can be used to
answer queries without computmg explicit rankings of
worlds or formulas. The result is a model-theoretic ac-
count of plausible beliefs that, as in classical logic, are
qualitative and deductively closed and, as in probabil-
ity, are subject to retraction and to varying degrees of
firmness.

The first part of this paper (Section 2) gives a brief
summary of this rank-based semantics and describes a
query-answering system called system-Zt which em-
bodies this semantics in effective computational pro-

the normal tendency of being alive to persist. Many
formulations — including circumscription [26], default
logic [34], rational closure [23], and conditional entail-
ment [13] — reveal an alternative, perfectly symmet-
rical version of reality, whereby sorehow the gun got
unloaded and Fred is alive at time #,.

The inclination to choose the scenario in which Fred
dies is grounded in notions of directionality and asym-
metry that are particular to causal relationships. In
this paper we show that these notions can be de-
rived from one fundamental principle, Markov shield-
ing, which can be embodied naturally in preferential
model semantics using the device of stratified rankings.
Informally, the principle can be stated as follows:

¢ Knowing the set of causes for a given effect renders
the effect independent of all prior events.

In the YSP, given the state of the gun at time ¢,

- the effect of the shootmg can be predicted with total

disregard for the gun’s previocus history.

We propose a probabilistically motivated, ranked-
model semantics for rules of the form “typically, if
cause; and ... and cause,, then effect”, which incor-
porates the above principle under the assumption that
“causes” precede their “effects”. As a by-product,
our semantics exhibits another feature characteristic
of causal organizations: modularify. Informally,



662 Goldszmidt and Pear!

o Adding rules that predict future events cannot in-
validate beliefs concerning previous events.

This is analogous to a phenomena we normally asso-
ciate with causal mechanisms such as logical gates in
electrical circuits, where connecting the inputs of a
new gate to an existing circuit does not alter the cir-
cuit’s behavior (7).

Although several remedies were proposed for the YSP
within conventional nonmonotonic formalisms {35, 13,
37, 2, 24], the formalism we explore in this paper
seeks to -uncover remedies systematically from basic

probabilistic principles [29, pp. 509-516]. We show

that incorporating such principles in the qualitative
context of world ranking yields useful results on sev-
eral frontiers. In prediction tasks (such as the YSP),
our formalism prunes the undesirable scenarios, with-
out the strong commitment displayed by chronological
minimization [35] and without the addition of ezter-
nal causal operators to the conditional interpretation
of the rules [13]. In abduction tasks (such as when
Fred is seen alive at t3), our formalism yields plausi-
ble explanations for the facts observed (e.g., similar
to [37], the gun must have been unloaded sometime
before the shooting at ;). This suggests that the prin-
ciple of Markov shielding, by being grounded in prob-
ability theory (hence in empirical reality), can provide
a coherent framework for the many facets of causa-
tion found in commonsense reasening. Moreover, given

the connection foried among causation, defaiilts, and
probability, we can now ask not merely how to reason
with a given set of causal assertions but also whether

those agsertions are compatible with a given stream of ‘

observations.

In the last part of this paper (Section 4) we demon-
strate how rank-based systems can embody and unify
the theories of belief revision [1] and belief updat-
ing [21}, two theories of belief change that have been
developed independently of research in default and
causal reasoning. Basically, theories of belief change
seek general principles for constraining the process by
which a rational agent ought to incorporate a new
piece of information ¢ into ar existing set of beliefs
1, regardless of how the two are represented and ma-
nipulated. Belief revision deals with new information
obtained through new observations in a static world,
while belief update deals with tracing changes in an
evolving world, such as that subjected to the external
influence of actions.

We show that system-Z T offers a natural embodiment
of the principles of belief revision as formulated by Al-
chourrén, Gardenfors and Makinson (AGM) [1], with
the additional features of enabling the abscrption of
new conditional sentences and the verification of coun-
terfactual sentences and nested conditionals. We then
show that the addition of stratification to system-Z¥,
by virtue of representing -actions and causation, also

W{~m’}%§¢—&(w~)—iﬁ$~i&mﬁsﬁable

provides the necessary machinery for embodying be-
lief updates consistent with the principles proposed by
Katsuno and Mendelzon (KM) [21].

2 Rankings and System-Z7: Review

We assume throughout a finite set X = {z1,...,2,}
of atomic propositions. The greek letters ¢, ¢, o, will
denote well-formed formulas (wff) built from the ele-
ments in X. A possible world w is a truth assignment
to the propositions in ¥'. The satisfaction of a wif i by
an world w is defined as usual and denoted by w = ¢.
If w satisfies  then we say that w is a model for ¢.

A defeasible conditional or default is a formula “yp 2
¥”, where p and ¢ are wifs (built from &), “—” is a
new binary connective, and § is a non-negative inte-

ger. The intended reading of ¢ 2 P 1s “typically, if
@ then expect ¢ (with strength 6)”.! The connective
“" imposes preferences among the possible worlds
w, Tequiring that if p—4, then 4 must be true in all
the most preferred models for . In order to represent
these preferences, we introduce ranking functions on

the set {2 of possible worlds.

Definition 1 (Rankings) A ranking function  is
an assignment of non-negative integers to the elements
in €, such that x{w) = 0 for at least one w € . We
extend this definition to induce rankings on wifs:

00 otherwise (1

Similarly, for a pair of wifs ¢ and ¢ we define the
conditional ranking s(¥|p) as

w(l) ={ S AR k(p) I o) Foo o)

otherwise

Preferences are associated with lower «, and surprise
or abrormalily with higher k. Thus, &(¥) < x{yp) if
1Y is preferred to o in k, or equivalently, if ¢ is more

- abnormal (surprising) than ¥ in «. Intuitively, &(t|y)

stands for the degree of surprise or abnormalily asso-
ciated with finding v to be true, given that we already
know ¢. The inequality «(—%|y) > 6 means that,
given ¢ it would be surprising (i.e., abnormal) by at
least § + 1 ranks to find —¢, and it is equivalent to
&(1p N )+ & < k(=% A @} which is precisely the con-

straint on worlds we attribute to ¢ LN .
Definition 2 (Consistency) A ranking  is said to
be admissible relative to a given A, iff

K A i) + 6 < k(s A1) 3)
(equivalently &(—;|pi) > é;) for every rule g; %oy e

A. A set A is consistent iff there exists an admissible
ranking « relative to A.

!The special case of § = oo corresponds to a strict con-
ditional, to be denoted by =.
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Consistency can be decided in O(|A|2) satlsﬁablhty
tests on the material counterparts® of the defaults in
A and it isindependent of the é-values assigned to the

rules in A [13]. Eq. 3 echoes the usual interpretation

of defaults, according to which ¢ holds in all minimal
models for ¢. In our case, minimality is reflected in
having the lowest rank. If we say that w falsifies or vi-

olates arule ¢ 2 i whenever w |= ¢ A -1, the param-
eter 6 can be interpreted as the minimal degree of sur-
prise (or abnormality) associated with finding the rule

@ 4 ¥ violated, given that we know ¢. In probabilis-
tic terms, consistency guarantees that for every ¢ > 0,
there exists a probability distribution P such that if

i 7 i € A, then P(thilgi) > 1 - ce® (see [17)).

2.1 The most normal ranking: «t

Given a set A, each admissible ranking « induces a
consequence relation hy, where ¢ by o iff k(o A @) <
k{—a A ¢). A straightforward way to declare o as
a plausible conclusion of A given ¢ would be to re-
quire ¢ fx ¢ in all k admissible with A. This leads
to an entailment relation called e-semantics [29], 0-
entailment [31], and r-entailment [23], which is recog-
nized as being too conservative. The approach we take
here, following [31, 15, 23], is to select a distinguished
adrnissible ranking, in our case k1, and declare ¢ as
a plaus1ble conclusion of A given ¢, written ¢ ey, iff
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sizeé of A, from which the ¥ of any world can be
computed according to Eq. 4. In {17] we present an.
effective procedure, Procedure Z_rank, for computing
Zt, as well as answerlng quertes. In the spec1a.] case
of a flat A, that is all s = 0, the procedure is as fol-
lows: We ﬁrs-t identify all rules T; 1 — 1 In A for
which the formula

0 APy

N w0 (5)

Jgiriea

is satisflable. Next we assign to these defaults pri-
ority Zt = 0, remove them from A, and repeat the
process, assigning to the next set of defaults the pri-
ority Zt = 1, then ZT = . and so on. Once
Z*+ is known, ‘the rank s+ of z any wif ¢ is given by
£%(¢) = minimum i such that

¢ N widy (6)

J:Z¥(r)zi
1s satisfiable

Theorem 5 ([17]) Given a consistent A, the compu-
tation of the Z4 priorities requires O([A|2 x log |A])
satisfiability lests. Moreover, given the Z7 priorities,
determining the ranking xt ofa. wff v and the sirength
& with which en arbitrary query o is confirmed, given
the information ¢, that is ¢ &, o, requires O(log|Al)
satisfiability {ests.

R no) < kT (g A=e)> The distinguished rank-
ing ™ assigns to each world the lowest possible rank
permitted by the admissibility constraints of Eq. 3
(Def. 2), thus reflecting the assumption that, unless
we are forced to do otherwise, each world is consid-
ered as normal (likely) as possible.

Definition 3 (The ranking k) Let A = {r; | r; =
©; & #;} be a consistent set of rules. k1 is defined as
an admissible ranking function that is minimal in the
following sense: Any other admissible ranking function
must assign a higher ranking to at least one world and
a lower ranking to none.

Theorem 4 ([17]) Any consislent A has a unique
minimal ranking st given by

e ={ )

maXypa-y [Z27(r)] + 1 otherwise,

where Z7(r;) is a set of integers defined on rules (pri-
orities} which can be computed from A.

Thus, the default rule priorities Z+ constitute an eco-
nomical way of encoding the ranking «T, linear in the

2The material counterpart of o LR ¥ is the wif © O o,

*If we are concerned with the strength § with which
the conclusion is endorsed, then ¢ \é viff kT dro)+8<
&T{¢ A —a).

if w does not falsify any rule in A, (4)

Another important result implied by Eqs. 5 and 6 gives
a method of constructing a propositional theory Th($)
that 1mphes all the conclusions -+ that plausibly follow
from a given evidence ¢, i.e., ¢ iy 7. Such a theory is
given by the formula

Thi¢) = /\

12+ (ri )2t (8)

ws DY (M)

CIea:r]y, if the rules in A are of Horn form, computing
the priority ranking 2+, &t of a glven Y, and deciding

the plausibility § of queries (¢ |r;_a o) can be done in
polynomial time [9]. The resulting system for default
reasoning based on xt and Zt is called system-Z+ [15,
17].

System-Z* can also be used to reason with soff evi-
dence or imprecise observations such as when the con-
text ¢ of a query is not given with absclute certamty,
and all we have is a testimony saying that “¢ is sup-
ported to a degree n.” In [17] we establish two strate-
gies processing such reports. The first strategy, named
J-conditionalization, is based on Jeffrey’s Rule of Con-
ditioning [30]. It interprets the report as specifying
that “all things considered,” the new degree of disbe-
lief for —¢ should be k'(=¢) = n. The second strat-
egy, named L-conditionalization, is based on the wir-
tual evidence proposal described in [29]. Tt interprets
the report as specifying the desired shift in the degree
of belief in ¢, as warranted by that report alone and
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“nothing else considered”. Both interpretations yield
semi-tractable procedures (i.e., polynomial for Horn
theories) for assessing the plausibility of o, free from

the computational difficulties that plague most non-

monotonic systems.

Section 4.1 demonstrates how the computational pro-
cedures of system-Z+ can be employed in the context
of belief revision. Next we strengthen the admissibility
condition with an additional requirement which gives
a causal character to the defaults in A.

3 Stratified Rankings

Let ¢y, ..., cm and e be literals over the elements of A".
A ruleis defined as the default ¢ A. . .Acy — e, where
the conjunction “e; A...A¢m” is called the antecedent
of the rule and “e” its consequent.?

Given & and a set A of rules, the underlying charac-
teristic graph for (X, A}, is the directed graph I'(x a)
such that there is a node v; for each z; € X, and there
is a directed edge from v; to v; iff there is a rule R
in A where z; {or —x;) is part of the antecedent of R,
and z; (or —z;) is the consequent of . We say that A
is a causal network (or network for short) if I'(x a) is
acyclic (i.e., T(x,a) is a DAG). If vy, .. ., v, are the par-
ents of v; in '(x a), then the set {z,,.. ., &5} s called
the parent set of z; and the set {z,,...,2z,} U {z:} is
called a family. Intuitively, the parent set of an event

of the variables X3, ..., X;, we have

K:(X,'ng_1/\.--/\X1) = m(XilPaTXi) (8)

Eq. 8 says that in a stratified ranking the degree of
(ab)normality of an event x; given all its prior events
must be equal to the degree of (abjnormality of z;
given just the set of events constituting its parent set.
This condition of stratification is closely related to
the Markovian independence conditions embodied in
Bayes Networks (BN) [29]. A BN is a pair (D, P)
where D is a DAG and P is a probability distribution.
Each node v; in D corresponds to a variable X; in P,
and P decomposes into the product:

i=n

1) = [] P(X:|Parx,) )
i=1

P(Xn, ...

which, similarly to Eq. 8, incorporates the assumption
that the parent set of any given variable X; renders
X; probabilistically independent of all its predecessors
(in the given ordering). Causal networks can in fact
be regarded as an order of magnitude abstraction of
BN’s, where exact numerical probabilities are replaced
by integer-valued levels of surprise (), addition is re-
placed by min, and multiplication is replaced by ad-
dition (see [17, 36, 32]). Note that Eq. 8 can be re-
written to mirror Eq. 9 as:7

i=n

5(Xn, -, X1) = Y &(Xn|Parx,) (10)

¢ Tepresents all the known causes for e. A metwork A
induces a strict partial order “<” on the elements of
X where z; < z; iff there is a directed path from v;
to v; in I'ix a). We will use O(X) to denote any total
order on the elements of X satisfying <.5 Intuitively,
~< represents a natural order on events where causes
precede their effects.

Definition 6 (Stratified Rankings.) Given a net-
work A, an admissible ranking &, and an ordering
O(X); let X; {1 < ¢ < n) denote a literal variable
taking values from {=;,-z;}, and let Pary, denote
the conjunction X, A ... A X, where {X,,...,X,} is
the parent set of z;. We say that « is stratified for A
under O(X), if for 2 < ¢ < n, and for any instantiation

*We only consider flat causal rules in this paper.

5The form ¢4 A ... A cm — € does not restrict the de-
velopment of this paper but it clarifies the exposition. A
causal rule may take on the general form a(e1,...,em) —
B{e1,...,en) where o and § are any Boolean formulae.
Any o(ci,...,om) can be simulated by a set of simpler
rules, each containing a conjunction of atomic antecedents.
Moreover, any rule c¢(ci,...,¢m) — B(e1,...,€s) can be
represented by the following set of rules: afcs,...,cm) —
e, Bler,...,en) = €', and —~B(e1,..., en) = —e’, where ¢’
is a dummy variable and = is a strict conditional

SNote that, in particular, any ordering &(X) induced
by a topological sort on the nodes of ' xa), where o: < x;
if vy precedes v; in the topological sort, satisfies <.

i=]1

We shall show that this requirement augments admis-
sible rankings with the properties of Markov shielding
and modularity (see Theorems 8 and 9 below), that
we normally attribute to causal organizations.

The following theorem states that the stratification cri-
teria (Eq. 8) does not depend on the specific ordering
O(X). This implies that in order to test whether a
given ranking « is stratified relative to a network A,
it is enough to test Eq. 8 against any ordering O(X).

Theorem 7 Given a network A, let O41(X) and
O2(X) be two orderings of the elements in X' according
to A, If k is stratified for A under O1(X), then & s
stratified for A under Oy(X).

3.1 c-entailment

Similar to the case of defaults {Sec 2.1), given a net-
work A each stratified ranking « defines a consequence
relation | where ¢ ||~ o iff 5(c A ¢) < k(o A ) or
if k(¢) = o0. A consequence relation is said to be

T An even coarser abstraction of Eq. 9 in the context of
relational databases can be found in [7], where the strati-
fication condition is imposed on relations and then used in
finding backtrack free solutions for comnstraint satisfaction
problems. ) .
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proper for ¢ by o iff k(¢) # oco. A network A c-
entails ¢ given ¢, written ¢ || o, iff ¢ |}¢; o in every
& stratified for A, which is proper for ¢ ¢ ¢. In other
words, given A, we can expect ¢ from the evidence
@, iff the preference constraint conveyed by ¢ — o is
satisfied by every stratified ranking for A. We remark
that c-entailment is not to be interpreted as stating
that ¢ is believed to cause o. Rather, it expresses an
expectation to find o true in the context of ¢, having
given a causal character to the rules in A.

Since the set of stratified rankings is a subset of the
admissible rankings, by the results in [22], all the infez-
ence rules that are sound for cumulative logics [25] and
e-semantics [13] are also sound for c-entailment [18].
These inference rules however, are known to be too
weak to constitute a full account of plausible reason-
ing. The next two theorems provide additional in-
ference power (reflecting the stratification condition)
which emanates from the causal structure of A. They
establish conditions under which these inference rules
can be applied modularly to subsets A’ C A with the
guarantee that the resulting inferences will hold in A.

Theorem 8 Let A be a network, and let {p,,...,ps}
be a set of literals corresponding to the parent set
{@r,. .., 25} of 2y (each p;, r < i < 5, is either x;
or mz; ). Let ey, denote a literal butll on xz,, and lel
Y ={y,.. ,ym} be a set of atomic propositions such
that no y; € Y is a descendant of z; in T'(x ay. Lel by
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lo

tk

cs

Flgure 1: Underlying graph for the causal rules in Ex-
ample 1

Example 1 (Dead battery) The network A =
{tk — cs,thk A bd — —es,lo — bd} encodes the in-
formation that “typically if I turn the ignition key the
car starts”, “typically if [ turn the ignition key and
the battery is dead the car will not start”, and “typi-
cally if I leave the head lights on all night the battery
is dead”. The underlying graph for this network is
depicted in Figure 1. Given A, and the fact the we
left the head lights on all night, we don’t expect the
car engine to start once we turn the ignition key (i.e.,
lo Atk |ky —es). As in the case of YSP, an unintended
scenario exists, in which the car engine actually starts
and the battery is not dead after all. Table 1 contains
an example of a stratified ranking for A, from which
we can conclude that lo Atk |k —es as intended. A

/\p_, is satisfiable. If p, A
AP-Y ”.K Cay-

Theorem 9 Let A’ C A and X' C X such that if
z' € A then all the rules in A with either ' or ~’
as their consequent are also in A'. Let p and ¢ be
two wifs built with elements from X', If | ¢ then

el ¢-

These theorems confirm that stratified rankings ex-
hibit the properties of Markov shielding and modu-
larity. As a corollary to Theorem 9 it is easy to see
that c-entailment is insensitive to irrelevant proposi-
tions, moreover, given two networks with no causal
interaction, their respective sets of plausible conclu-
sions will be independent of each other. To obtain
a complete proof theory for c-entailment the four ax-
ioms of graphoids [29, Chapter 3] need to be invoked.?
However, Theorems 8 and 9 cover the essence of these
axioms and are sufficiently powerful for the purposes
of this paper.

¢Y Apr
then ¢y /\pr

A p-’ ”'V ez!

To demonstrate the behavior of the proposed formal-
1sm, and the usefulness of Theorems 8 and 9 as infer-
ence rules, consider the following example:®

8The conditional independence defined
by k(Xa|X2, X1) = k(X3|X2) is clearly a graphoid since
& represents infinitesimal probabilities.

*This example is isomorphic to the YSP [13].

formal derivation of this conclusion is given in {18].
The key intermediate steps in this derivation rely on

3 worlds

{—lo, =bd, ik, cs), (=lo, 2bd, =tk, =cs)
1 {lo, bd, 1k, —cs), (lo, bd, -tk, —cs),
(—lo, bd, tk, —~es), (—lo,bd, ~tk, —ecs)
2 | {(lo,—bd, 1k, ca), (lo,—bd, =1k, —cs)
3 Rest of the w’s

fe=]

Table 1: Stratified ranking for {tk — cs, 1k A bd —
-es, o — bd}.

Theorems 8 and 9:

o th Alo |k bd. This follows from the proposition
tk and applying Theoremn 9 to the sub-network
A’ containing only the rule i6 — bd.

¢ tk Abd|fx —es and th Abd Alojlx —cs. The for-
mer follows directly from e-semantics, and the lat-
ter from applying Theorem 8 to the rule tk Abd —
—¢, and the proposition lo.

The next example presents a simple abduction (or
backward projection) problem. We contrast the be-
havior of c-entailment with that of chronological min-
imization [35).
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Example 2 (Unloading the gun.) Consider & =
{lo =l —la,.. ooy — 1.} standing for the var-
ious instances of “typically, if a gun is loaded at time
t;, then it is expected to remain loaded at time ¢;41”
(0 < i < n). Wesay that a rule §; — liy, is falsified
by w iff w k= & A ~li41; a stratified ranking « relative
to A can be constructed as follows:

#(w) = number of rules in A falsified by w = (11)

Given that the gun is loaded at ¢y and that it is
found unloaded at time t, (i.€., lg A i, is true), the
scheme of chronological minimization will favor the
somewhat counterintuitive inference that the gun re-
mained loaded until ¢,_1 (ie., i1 A... Alq_q is true).
c-entailment on the other hand, only yields the weaker
conclusion that the gun must have been unloaded any
time within #; and .- (i.e., =(lt A.. . Aly)), but the
exact instant where the “unloading” of the gun occurs
remains uncertain.

A full account of explanation and abduction using
stratified rankings can be found in [18].

c-entailment and chronological minimization are ex-
pected to yield the same conclusions in problems of
pure prediction, since enforcing ignorance of future
events is paramount to the principle of modularity,
which is inherent to c-entailment. They differ how-
ever in tasks of abduction, as demonstrated in Ex-
ample 2. In this respect, c-entailment is closer to

— both maotivated action theory [37] and cousal eniarl-

ment [13]. However, contrary to the motivated action
theory, c-entailment automatically enforces specificity-
based preferences, which are natural consequences of
the conditional interpretation of rules.!®

We end this section by discussing the strict version
of a causal rule denoted by =, which will be useful
in representing non-defeasible causal influences in Sec-
tion 4. Semantically, strict rules impose the following
constraints on the admissibility condition (Def. 2): for
each ¢ => 1 in the knowledge base,

k(Y Ap) < &(-¢ Ap) = oo,

Tntuitively, a strict conditional voids interpretations
that render its antecedent true and its consequent false
by assigning them the lowest possible preference; a
rank x equal to infinity. The following are two prop-
erties of strict rules: '

Theorem 10 Let C1 A .. . AC, = E€ A

1. {(Contraposition) If there exisis a stratified
ranking for A where k(—E) < oo then
ﬂE”’K—\(le\H_/\Cn)

10We remark that the formalism in [37] deals with a much
richer time ontology than the formalism presented here,
and with a first-order language.

and k{p) < oc. (12)

2. (Transitivity) If |y ¢ and ¥ = (C1A. .7./\ Cr)
then pllx B

These properties mirror the behavior of the material
implication “3”; however, they are not entirely iden-
tical to those governing a wif of propositional logic.
In order for contraposition to hold, there is the ad-
ditional consistency requirement that the negation of
the consequent of the rule must be “possible” in at
least one ranking. The precondition for {ransitiviy to
hold is governed by ¢ |/ ¢ and not by ¢ |= t. The
semantic difference though between a strict rule c = e
and the wiff ¢ D e is that the former expresses nec-
essary hence permanent constraints while the latter
expresses information bound to the current situation.
Thus, the former participates in constraining the ad-
missible rankings while the latter is treated as an “ob-
servation” formula —c¢ V e, and can affect conclusions
only by entering the antecedents of queries.!!

3.2 c-consistency

Parallel to the notion of admissibility (Def. 2), we can
define a notion of c-consistency as follows:

Definition 11 A network A is c-consistent iff there
exists at least one stratified ranking « for A

An example of a c-inconsistent network is the follow-
ing: A = {th — cs,tk Abd — —cs,tk — =,z — bd}.}?
The lack of an appropriate causal representation for

is—set—of rutes—is not-surprising—H-weaccept—that
tk causes cs, we should expect —bd to hold by defaalt
when tk is true. On the other hand if there is a causal
path from tk to bd, we should expect bd to hold in the
context of tk. Note that this trouble case is admissible
as shown by the ranking in Table 2.1 This ranking
depicts a situation in which the act of predicting the
consequences of turning the key seems to protect the
battery against the damage inflicted by z and such a
flow of events is indeed contrary to the common un-
derstanding of causation.

Another admissible yet c-inconsistent set is A = {a =
¢, b = —¢} which might possibly arise when we physi-
cally connect the outpuis of two logic gates with con-
flicting functions. A stratified ranking for A would
imply that

k{a A b) = x{a) + &(b) | (13)

In other words the abnormality of @ should be indepen-
dent of the abnormality of b. However, if each time we

1*See [14] for further discussion of strict rules vs. mate-
rial implication. ]

12This is the network nsed in Example 1 augmented with
two rules tk — z and £ — bd.

13This ranking is not stratified for A since x(bdAzAtk) =
2, but k(bd|z)+x{z|tk)+x(tk) = 1 which contradicts Eqs. 8
and 10.




worlds
(—tk,z,bd, —cs)
(tk, z, 0bd, cs)
(tk, =, bd, 7cs)
Rest of the w’s

(o1 ] § o Rwel -4

Table 2: Admissible ranking for {tk — cs,tk A bd —
—es, th — x, 2 — bd}.

observe a we should expect ¢, but each time we observe
b we should expect not ¢, @ and b must be mutually
exclusive, hence negatively correlated events. Indeed,
since k(aAbAe) = k(a AbA-e) = oo then k(aAl) = oo
and Eq. 13 cannot be satisfied unless either a or &
is permanently false, thus defying the “possible an-
tecedent” requirement for strict rules (Eq. 12).

3.3 The most normal stratified ranking

In Section 2.1 we showed that the constraints provided
by the default rules need to be supplemented with an
" additional assumption, so as to obtain a unique pre-
ferred ranking. The incorporation of this "most nor-
mal” assumption in the context of stratified rankings,
results in a substantial increase of expressiveness as
discussed in [18].

Note however, that contrary to the case of system-
Z* (see Theorem 4}, the most-normal stratified rank-
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sentences and characterize how a rational agent should
change its epistemic states when new beliefs are added,
subtracted, or changed. The central result is that the
postulates are equivalent to the existence of a com-
plete preordering of all propositions according to their
degree of episternic entrenchment such that belief re-
visions always retain more entrenched propositions in
preference to less entrenched ones. Although the AGM
postulates do not provide a caleulus with which one
can realize the revision process or even specify the con-
tent of an epistemic state [3, 10, 27], they nevertheless
imply that a rational revision must behave as though
propositions were ordered on some scale.

Spohn [36] has shown how belief revisien conforming
to the AGM postulates can be embodied in the context
of ranking functions. Once we specify a single rank-
ing function k on possible worlds, we can associate
the set of beliefs, with those propositions # for which
&(—8) > 0. It follows then that the models for the
theory 1 representing our beliefs (written Mods(y))
consist of those worlds w for which «(w) = 0. To in-
corporate a new belief ¢, one can raise the x of all mod-
els of —¢ relative to those of ¢, until k{—d) becomes
(at least) 1, at which point the newly shifted ranking
defines a new set of beliefs. This process of belief revi-
sion, which Spohn named a-conditioning (with o = 1
for this particular case), represents the ranking equiva-
lent of Jeffrey’s rule of probability kinematics [29] and
was shown to comply with the AGM postulates [12].
It_follows_then that the process of revising beliefs in

ing may not be unique; for example the network
A = {a — ¢,b — —c} has two minimal rankings [18].
Thus, we now need to define entailment in minimal
rankings, denoted by |k*, with respect fo the conse-
quence relations of all moest-normal stratified rankings.

4 Belief Revision and Updating

In this section we demonstrate how the semantics of
model ranking, together with the syntactic machin-
ery developed for processing queries, can be applied to
manage the tasks of belief revision and belief update.
In both tasks we seek to incorporate a new piece of in-
formation ¢ into an existing set of beliefs ¥. In belief
revision ¢ is assumed to be a piece of evidence while in
update ¢ is treated as a change occurring by external
intervention. We first apply the evidence handling ca-
pability of system-Z1 to belief revision and then use
stratified ranking and its representation of actions and
causal relations to govern the dynamics of belief up-
date.

4.1 Belief revision

AGM have advanced a set of postulates that have be-
come a standard against which proposals for belief re-
vision are tested [1}. The AGM postulates model epis-
temic states as deductively closed sets of (believed)

all three forms of conditioning also obey the AGM
postulates. Ordinary conditioning amounts to setting
a = o0, J-conditioning amounts to & = J, while L-
conditioning calls for shifting the models of ¢ relative
to those of ¢ by L units of surprise. If we denote
by x4(w) the revised ranking after conditioning (with
a = 00), then the dynamics of belief is governed by
the following equation:
k(w) — & fw k= ¢,
sy = { ST HeES
Accordingly, testing whether a given sentence § is
believed after revision amounts to testing whether
x4(—B) > 0 or, equivalently, whether k(-5|¢) > 0.

The unique feature of the system described in this pa-
per is that the above test can be performed by purely
syntactic terms, involving only the rules in A [17L
These computations are demonstrated in the follow-
ing example.

Example 3 (Working students) The set A =
{s = —w,s — a,a — w} stands for “typically stu-
dents don’t work”, “typically students are adults”, and
“typically adults work”, respectively.'* The Z* prior-
ities on the rules (computed according to Eq. 5) are:
ZHao—w)=0and Z¥t(s - ~w)=Zt(s - a) =1,

M Note that all §;’s are 0 for this example
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from which the initial kt ranking can be computed
(Eq. 4), as depicted in Table 3. The rankings in Ta-

K Possible worlds

0 | (—s,8,w), (78,76, w,), {—s,—a, ~w,)
1 {—s,a,~w), (s,8,~w,)

2 (s, a, w}, (s, e, "w), {s,—a, w)

Table 3: Initial rankmg for the student triangle in Ex-
ample 3

bles 4 and 5 show the revised rankings after observing
an adult (x4} and a student (x,) respectively.

P3 Possible worlds

0 {(—s,a, w)

1 | (-s,a,-w), (s,a,~w,)
2 (s,a,w)

Table 4: Revised ranking after observing an adult

kT Possible worlds
0 (s,8,~w,)
1 (5,0, w), (s,7a,~w), (3, e, w)

Table 5: Revised ranking after observing a student

base propositions and to select revisions to be max-
imally consistent relative to that order as exempii-
fied in the nonmonctonic systems of Brewka [5] and
Poole [33) and in Example 3. Nebel has shown that
such a strategy, can satisfy almost all the AGM ax-
ioms. Boutilier [3] has further shown that, indeed, the
priority function Z+ corresponds na,tura,lly to the epzs-
temic entrenchment ordering of the AGM theory.!®

Unfortunately, even Nebel’s theory does not com-
pletely succeed at formalizing the practice of belief re-
vision, as it does not specify how the priority order on
the base propositions is to be determined. Although
one can imagine, in principle, that the knowledge au-
thor specify this priority order in advance, such spec-
ification would be impractical, since the order might
(and, as we have seen, should) change whenever new
rules are added to the knowledge base. By contrast,
system-Z7T extracts both beliefs and rankings of be-
liefs automatically from the content of A; no outside
specification of belief orderings is required.

Finally, and perhaps most significantly, system-Z% is
capable of responding not merely to empirical obsger-
vations but also to linguistically transmitted informa-
tion such as conditional sentences (i.e., if-then rules).
For example, suppose someone tells us that leaving
the radio on also tends to render the battery dead;
we add this new rule to our knowledge base (verifying
first that the addition is admissible), recompute Zt,
and are prepared to respond to new observations or
hearsay. In Spohn’s system, where revisions are lim-

Thie beliefs associated with these rankings can be comm-
puted from the worlds residing in «* = 0. Thus, in &}
“an adult works”, whereas in k} “a student is an adult
that does not work”. These beliefs can be computed
more conveniently by syntactic analysis of the rules
and their Z+ priorities, either by using Eq. 6, or by
extracting from A a propositional theory that is maxi-
mally consistent with the observation using Eq. 7. For
example, the beliefs associated with observing a stu-
dent s are given by the theory {s,s D a,s D —~w}.
These two implications mirror the rules s — —w and
s — a which are the unique set of rules that are max-
imally consistent with s.

4.2 Discussion and related work

There are several computational and epistemological
advantages to basing the revision process on a finite
set of conditional rules, and not on the beliefs, or on
the rankings or the expectations that emanate from
those rules. The number of propositions in one’s belief
set is astronomical, as is the number of worlds, while
the number of rules is usually manageable.

This computational necessity has been recognized by
several researchers. Nebel [27] adapted the AGM the-
ory so that finite sets of base propositions mediate
revisions. The basic idea in these syntax-based sys-
tems is to define a (total) priority order on the set of

ited to o-conditioning, one cannot properly revise be-
liefs in response to conditional statements. The AGM
postulates, too, are inadequate for describing revision
due to incorporation of new conditionals.!®

The ability to adopt new conditionals (as rules) also
provides a simple semantics for interpreting nested
tonditionals (e.g., “If you wear a helmet whenever you
ride a motorcycle, then you won’t get hurt badly if
you fall”!?). Nested conditionals cease to be a mys-
tery once we permit explicit references to default rules.
The sentence “If (@ — b) then (¢ — d)” is interpreted
as

“If I add the default @ — & to A, then the con-
ditional ¢ — d will be satisfied by the conse-

quence relation fy;of the resulting knowledge
base A’ = AU {a — b}".

- 1¥The proof in [3] cousiders the priorities Z7 resulling
from a flat set of rules as in system-Z [31]. Boutilier [4] also
shows that an entrenchment ordering obeying the AGM
framework obtains from the Z priorities of the negations
of the material counterpart of rules.

1 Girdenfors {12] attempts to devise postulates for con-
ditional sentences, but finds them incompatible with the
Ramsey test {page 136-160).

YAn  example due to
comraunication).

Calabrese  (personal




which is clearly a proposition that can be tested in the
language of default-based ranking systems. Note the
essential distinction between having a conditional sen-
tence a — b explicitly in A versus having a conditional
sentence a — b satisfied by the consequence relation
of A. This distinction gets lost in systems that do
not acknowledge defaults as the basis for ranking and
beliefs.'®

4.3 Belief update

The introduction of stratified ranking adds the capa-
bility for implementing a new type of belief changes,
named update by Katsuno and Mendelzon, which re-
sult from external influences, and which act differ-
ently from those reflecting new evidence. Katsuno
and Mendelzon [21] have shown that the AGM pos-
tulates are inadequate for describing changes caused
by updates, for which they have proposed new sets
of postulates. The basic difference between revi-
sion and update is that the latter permits changes in
each possible world independently, as was proposed by
Winslett [38].1°

This type of belief change can be embodied in a strat-
ified ranking system using the following device: For
each instruction to “update the knowledge base by ¢”
we add a set of rules that simulates the action “do(¢),
leaving everything else constant (whenever possible)”,
and then condition x on the truth of do(¢). The fol-

action, where ¢ and ¢’ stand for “¢ holds at t” and “¢
holds at ¢’ > ", respectively:2°

¢ — ¢ (15)
—¢ — -¢ (16)
do(¢) => ¢'. (an

The following example (adapted from Winslett [38])
demonstrates how this device differentiates between
update and revision.

Example 4 (XOR-gate) A XOR Boolean gate ¢ =
XOR(a,b) is examined at two different times. At time
" t, we observe the output ¢ = ¢rue and conclude that
one of the inputs a or b must be true, but not both.
At a later time t’ we learn that ¥ is true (primed let-
ters denote propositions at time '), and we wish to
change our beliefs (in ¢ and ') accordingly. Natu-
rally, this change should depend on how the truth of

18 Belief revision systems proposed in the database lit-
erature [11; 6] suffer from the same shortcoming. In
that context-defaults represent integrity constraints with
exceptions.

19Tn the language of Bayesian networks, the difference
between updates and revisions parallels the distinction be-
tween causal and evidential information {28].

The two persistence rules, Eqs. 15 and 16, are pre-
sumed to apply between any two atomic propositions at
two successive times. :
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do(F)

cl

Figure 2. Graph depicting the causal dependencies in
Example 4

b is learned. I we learn ¥ by measuring the voltage
on the b terminal of the gate, then we have a belief
revision process on our hands, and we expect a’ to be
false. On the other hand, if we learn that & is true
as a result of physically connecting the b terminal to
a voltage source, we no longer expect a’ to be false,
since we have no reason to believe that the output ¢
has retained its truth value in the process.

I the stratified ranking formulation, the knowledge
base corresponding to this example will consist of three
components: :

1. The functional description of the XOR gate at
times ¢ and t’,

anb=-ec
ahA-b=c ;

—aA=b = ¢ (18)
—aAb =>e, (19)

and an equivalent set of rules for a', ¥, .

2. The persistence rules: For every = in {a,§,¢},
z—z ; ~z—o -z (20)

3. The action do(b), which represents the external
influence on &"

do(b) = b’ (21)

The underlying graph for the network A corresponding
to this knowledge base is depicted in Figure 2.

Initially, after observing ¢, our evidence consists only
of ¢. The minimal stratified ranking <, for a A con-
sisting of rules in Egs. 18-21 is depicted in Table 6.
To represent belief revision, we add & to our evidence
set and query whether ¢ AV |i* —a’.?! In contrast, to
represent belief update, we add do(b) to our evidence
set and query whether (¢ A b A do(b)} |* —a'.

It can be shown that the first query is answered in the
affirmative, as the second in the negative. The left-
hand side of Table 7 shows the ranking resulting from

*1Recall that |)* denotes the conséquence relation of

the minimal stratified ranking for A (see Sec. 3.3}, which
is unique for this example.
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Ke —do(b) do(b)

0 . (—a,b,—a’ 8, {a, b, a’, 2b")

1 | (~a,b,a,8), (a,=b,~a’,~b"), (&, 2b,a’,b") i (—a,b, —a’, ), {a, =, a,b)
2 {—a,b,d’, 20, (a,=b,-a,b), (—a,b,a’,¥), (@, ~b,~a’, )
00 models for ~¢ models for —¢

Table 6: Minimal stratified ranking for Example 4 after c is observed

Ke Revision & (w(b’) Update «.(w|do(}})

1] (—a, b, e, b)) (—a,b,=a", "), (g, b, d,¥)
1 | {(—a,b,a,b), {a,7b,a, b)) | (—e,b,a’,b), (a,—b, e, })
3 (@, =5, =, ),

oo models for =4’ models for ~do{b)

Table 7: Rankings after observing b, and after “doing” b

the revision of the ranking in Table 6 by b’ (first query),
while the right-hand side shows the ranking of worlds
after updating by do(b) (second query). Note that in
the revised ranking the only world in the zero rank is
a model for —a’, while the updated ranking shows an
additional world which is a model for o’ (the state of
the output ¢ in this world changed as a consequence
of the action). The action do(b) establishes the truth
of ¥ but has no effect on what we believe about the
second input a’. Since neither a nor —a were believed
at 1, they remain unbelieved at ¢’

4.4 'The dynamics of belief update

The example above demonstrates that, given a ranking
k and a network A, it is possible to predict a system’s
behavior under external interventions. For example, if
we wish to inquire whether event e will hold true after
we force some variable A to become true, we simply
add to A the rule do(e) = @,”? recompute the re-
sulting stratified ranking «’, and compute «'(¢e|do(a)).
It can be shown [16] that there is a simple relation
between x(ela) and «’(e|ldo(a)), which is best repre-
sented as a transformation between two ranking func-
tions, k(w) and &’{w), the latter being an abbreviation
of &' (w|do(a)). We sumply replace the term x{a|Par4)
in the sum of Eq. 10 with the term x{aldo(a)), repre-
senting the new influence do{a) that now governs a:

W (w) = { w(w) = w(alPara(w) i Fa o)

0o . ifw | —a.

In other words, the x of each world w satisfying a is

reduced by an amount equal to the degree of surprise |

of finding A = true, given the realization of Par, inw
(the « of each world falsifying a is of course co). Such
independent movement from world to world is shown
in Example 4, where x(w) 1s depicted on the left-hand
side of Table 6 and «'(w) is depicted on the right hand

22¥e use lowercase to denote theinstantiation of variable
A to a truth value.

side of Table 7. If A has no parents (direct causes),
then &' is obtained by shifting the x of each w {= a by
a constant amount x(a), as in ordinary conditioning,
and &’(w) would be equal to x(w|a), as expected. How-
ever, when the manipulated variable has direct causes
Par,, the amount of shift would vary from world to
world, depending on how surprising it would be (in
that world) to find ¢ happening naturally (without ex-
ternal intervention). For instance, if A is governed by
persistence rules, a(t — 1) — a(t), 7a(t — 1) — —a(t),
then worlds in which a(t — 1) hold will shift less than
those in which a{t—1) is false, because a(t) is expected
to hold in the former and not in the latter. Note that

eamount of shift subtracted-from-{w)is-equal-pre=
cisely to the fraction of surprise x(a|Para(w)) that
A = {rue contributes to x(w) and that now becomes
explained away (hence excusable) by the action do(a).

4.5 Relation to KM postulates

It can be shown [16] that when the update by a formula
¢ is given as a conjunction of literals (representing con-
current or sequential actions), then the movement of
worlds toward k = 0 will yield a set of updated behefs
consistent with the KM postulates.?® More specifi-
cally, for every world w = —¢ that is currently in

28Updates involving disjunctions require special treat-
ment. If they are to be interpreted as a license to effect
any change satisfying the disjunction, then the final state
of belief is the union, taken over all disjuncts, of worlds
that drift to x = 0. In this interpretation, the instruction
“make sure the box is painted either blue or white® will
leave the box color unknown, even knowing that the box
was white initially (contrary to the postulate (U2) of KM).
However, if the intention is to effect no change as long as
the disjunctive condition is satisfied, then the knowledge
base should be angmented with an ebservation-dependent
strategy “do{¢) when ¢ is not satisfied”, instead of us-
ing the pure action de{#). Conditioning on such a strat-
egy again yields a belief set consistent with the XM pos-
tulates. The first interpretation is useful for discrediting
earlier observations, for example, “I am not sure the em-




& = 0 there is at least one image world w* &= ¢, hav-
ing k(w*) > 0 that will end up at &'{w*) = 0 ac-
cording to Eq. 22. In an image world w*, every term
w{z;|Parx,(w*)) > O represents a violation of expec-
tation that would be totally excusable were it caused
by an external intervention such as ¢. Intuitively, the
image world corresponds to a scenario in which all the
unexpected events are attributed to the intervention
of ¢ but otherwise the world follows its natural, un-
perturbed course as dictated by the prediction of the
causal theory.

That updates resulting from Eq. 22 comply with
the KM postulates can be seen by the following
consideration.?* KM have shown that their axioms
are equivalent to the existence of a function mapping
each possible interpretation world w to a partial pre-
order <, such that for any interpretation w’, ifw # '
then w <, w'. Then the set of models for the update
of a formula ¢ (representing our current beliefs) by a
formula ¢, written ¢ ¢ ¢, is found by taking the union
of the minimal models for ¢, with respect to each one
of the pre-orders defined by the models for ¥:

Mods(yp o ¢) = U

weMods(y)

min(M ods(g), Sw) (23)

It is not hard to show that the image w* as described
above is indeed a minimal element in the order <,
defined as follows:
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uation caleulus. Our analysis offers the KM postu-
lates an intuitive, model-theoretic support that is well
grounded in probability theory, where the distinction
between observations and actions can be formulated
naturally and tractably. It also offers a stimple unifica-
tion of revision and update, since both are embodied
in a conditioning operator, the former by condition-
ing on observations and the latter by conditioning on
actions.

Grahne et. al. {19] showed that revision could be ex-
pressed in terms of an update operator in a language
of introspection (intuitively, observing a piece of evi-
dence has the same effect as causing the observer to
augment her beliefs by that very evidence). Qur anal-
ysis shows that the converse is also true: belief up-
dates can be expressed in terms of a conditioning op-
erator, which is normally reserved for belief revision.
The intuition is that acting to produce a certain ef-
fect yields the same beliefs as observing that action
performed. This translation is facilitated by the spe-
cial status that the added action = effect rules enjoy
in stratified ranking, where actions are always repre-
sented as root nodes, independent of all other events
except their consequences. This ensures that the im-
mediate effects of those actions are explained away and
do not reflect back on other events in the past. It is
this stratification that produces the desired distinction
between observing an action produce an effect and ob-
serving the effect without the action.?®
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Definition 12 (World orderings) Let

O = z,23,...,¢, be any order of the variables that
is consistent with the dag I'(x ay. Given three worlds
w,wy, and wg, we say that wy <, wy iff the following
conditions hold:

1. w disagrees with wy on a literal that is earlier (in
) than any literal on which w disagrees with w,.

2. If a tie occurs, then w; <, wp if k(w1) < k(ws).

4.6 Related work

The connection between belief update and theories of
action was noted by Winslett [38] and has been elab-
orated more recently by del Val and Shoham [8] using
the situation calculus.

Unlike del Val and Shoham [8], we would not claim
that “the KM-postulates need not be posiulated at
all, but can instead be derived analytically”. While
the KM postulates can indeed be derived from our
formulations of actions, persistence, and causation, the
interesting power of these postulates is that they cover
a wide variety of such formulations, from a simple the-
ory such as ours to the intricate machinery of the sit-

ployee’s salary is 50/; it could be anywhere between 40K
and 60K™.
#* A formal proof can be found in [16].
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